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Figure 1: By conversationally guiding the user through the Induced Hypocrisy Procedure, our AI agent encourages behavior
change in accordance with feedback it delivers on behalf of others.

Abstract
Inclusion is important for meeting effectiveness, which is in turn
central to organizational functioning. One way of improving inclu-
sion in meetings is through feedback, but social dynamics make
giving feedback difficult. We propose that AI agents can facilitate
feedback exchange by being psychologically safer recipients, and
we test this through a meeting system with an AI agent feedback
mediator. When delivering feedback, the agent uses the Induced
Hypocrisy Procedure, a social psychological technique that prompts
behavior change by highlighting value-behavior inconsistencies.
In a within-subjects lab study (𝑛 = 28), the agent made speaking
times more balanced and improved meeting quality. However, a
field study at a small consulting firm (𝑛 = 10) revealed organiza-
tional barriers that led to its use for personal reflection rather than
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feedback exchange. We contribute a novel sociotechnical system for
feedback exchange in groups, and empirical findings demonstrating
the importance of considering organizational barriers in designing
AI tools for organizations.
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1 Introduction
Meetings are essential to modern workplace culture and organiza-
tional functioning; however, they can be tricky to execute. They
directly impact employee engagement, employee well-being, and
the health of organizations [47, 57, 86]. Virtual meetings have be-
come integral to many sectors post-pandemic. A persistent, yet
familiar challenge undermines meeting effectiveness: not all partici-
pants canmeaningfully contribute to ameeting. Meeting inclusion—
the ability for everyone to participate in a meeting in the manner
and amount they choose without being impeded by others—is a sig-
nificant factor in the effectiveness of meetings. Inclusion is an
important trait of good meetings [18, 37], and getting more peo-
ple to participate in meetings improves their quality, creativity,
and the productivity of teams [57]. However, research shows that
most meetings exclude certain voices unless they are well-managed
or co-facilitated [18, 39]. Similar issues exist for virtual meetings;
video conferencing platforms like Zoom, Webex, and Teams make
it hard for hosts to manage technological barriers to inclusion and
exacerbate uninclusive setups [38].

One strategy for improving inclusion in meetings involves giving
people feedback about their behavior, but feedback is tricky to ex-
change and act on in organizations. Feedback exchange can help im-
prove work, build trust, and improve productivity [20, 35, 74, 100],
and team feedback is widely used in organizations. But the re-
search also shows that people struggle to give feedback due to
fear of harming relationships or anticipating the receiver’s discom-
fort [1, 55]. Feedback about meetings is also challenging; meetings
are ephemeral, people move between contexts rapidly, and often
do not have time to reflect or share feedback constructively [55].
Organizational culture, like receptiveness to feedback and hierarchi-
cal expectations of who gives and receives feedback, also impacts
feedback exchange [5, 60]. These organizational complexities ex-
tend beyond individual or small group intervention requirements,
creating unique design challenges for feedback systems.

AI agents are a promising approach to mitigating challenges
in exchanging feedback that could improve the inclusion of meet-
ings. AI agents are now used in meetings to take notes, transcribe,
and summarize content [12, 92], and more recently in research,
to support better meeting behaviors [85]. Prior work has shown
that disclosing difficult information to virtual agents is easier than
disclosing directly to other humans [61], and digital environments
disinhibit disclosures [43]. AI agents could make exchanging feed-
back easier by allowing the agent to serve as a “social buffer”, sitting
in the middle of the feedback exchange. However, AI agents do not
operate at the same social level as human actors, and can struggle
to influence human behavior to act on that feedback [29, 59, 80].
Computing systems, including AI, do not intuitively understand
social dynamics and how to communicate with individuals taking
on different roles in a group setting [29]. Moreover, people do not
attribute social authority to the AI agent to induce changes in be-
havior, making AI-delivered feedback easier to ignore. This paradox
was specifically demonstrated in the context of meeting inclusion:
while participants liked talking to an AI agent and disclosed their
frustrations, the AI agent did not influence over-contributing par-
ticipants to improve inclusion [39]. This leads to our core research
challenge: could we leverage the strengths of AI agents as receivers

for difficult disclosures while also augmenting their influence on
behavior in an organizational context, like virtual group meetings?

In this paper, we present the design and multi-stage evalu-
ation of an AI agent intended to improve inclusion of virtual
meetings. We designed an AI agent, Emily, that operates in small
groups to elicit behavior change within meetings. It encourages be-
havior change by using the Induced Hypocrisy Procedure (IHP) [77],
a social psychological technique that prompts prosocial behavior
change by highlighting value-behavior inconsistencies and creat-
ing cognitive dissonance (Figure 1). The AI agent solicits feedback
after a meeting, then delivers the feedback before the next meeting
using IHP. We evaluated the system with two studies with famil-
iar colleagues: a pre-registered, within-subjects lab study (n=28, 7
groups) examining group production and maintenance outcomes
across two structured tasks, and a multi-week field study (n=10)
with teams at a small consulting firm in recurring meetings. We
interviewed 9/10 field study participants to investigate how they
reacted to the tool and to identify organizational factors that might
affect adoption and use.

Our results showed that the AI agent successfully prompted
perceived and actual behavior change with the IHP, leading to
more inclusive meetings. Participants reported that their behavior
changed towards more inclusive practices in both the lab and field.
Our lab study also showed that the AI agent improved objective in-
clusion measures through more balanced speaking times. However,
the field study revealed adoption challenges due to organizational
factors, e.g., inability to assess the credibility of the feedback orig-
inator and a mismatch between the agent’s goals and the social
context of the meeting led people to be skeptical of the bot. Rather
than disrupt the hierarchy and relationships within their teams,
participants adapted the AI agent and IHP procedure for personal
reflection and self-improvement rather than feedback delivery to im-
prove meetings. Our results point to various sociotechnical gaps [2]
between the organizational context of the system and what it sup-
ported technically. Our AI agent overcame the sociotechnical gap
of facilitating collaboration in small group settings and improving
inclusion; however, missing organizational context and issues of
hierarchy led to our AI agent being unable to overcome important
organizational challenges in our field study.

This paper contributes a novel system demonstrating that AI
agents can effectively facilitate exchanging feedback and that such
agents can improve meeting inclusion and quality. We present the
potential for IHP and conversational agents for behavior change in
teams and, building on seminal CSCW work highlighting the im-
pacts of organizational factors in system acceptance and use [2, 32,
69, 71], we propose design implications for AI-mediated feedback
and other AI tools for meetings in organizations.

2 Related work
2.1 Meeting Inclusion and Strategies for

Promoting It
Inclusion in meetings can be addressed via human interventions at
both the organizational and meeting levels. Prior work has iden-
tified numerous strategies to address participation barriers, often
emphasizing the role of meeting leaders as facilitators.
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2.1.1 Organization-level Strategies. At the organizational level, in-
clusive culture and climate are the foundations for equitable work-
place participation [10, 63, 68, 89], including in meetings. Qualita-
tive work with minority group members highlights inclusion as a
sense of belonging where employees feel valued and able to con-
tribute regardless of their backgrounds [17, 42]. Recent work and
practitioner guidance point to conceptual frameworks and concrete
organizational strategies. Pless and Maak [75] propose a four-phase
model grounded in moral theory, encompassing awareness, vision-
setting, revisiting principles, and translating these into observable
practices. Extending this perspective, Garrick, Johnson, and Arendt
[30] recommend offering diversity training about unconscious bias
and other factors that can prevent inclusivity, and ensuring equal
career opportunities for individuals. Other strategies include men-
torship programs for managers to connect with employees [90],
having an open-door policy to invite conversations [3], and forming
teams with diverse perspectives and backgrounds [27].

2.1.2 Meeting-level Strategies. While organizational culture sets
the stage, the majority of research on inclusion focuses on meeting-
level practices. Following the phases proposed by Rubinger et al.
[81], we organize prior research on meeting inclusion into three
phases: pre-meeting planning, in-meeting facilitation, and post-
meeting follow-up. In the pre-meeting phase, studies envision
agenda-setting as a mechanism for shaping participation opportu-
nities, whether by incorporating explicit inclusion objectives [66]
or by circulating agendas in advance to reduce uncertainty and
allow preparation [18, 31]. During meetings, facilitation practices
are shown to structure turn-taking and voice opportunities [21, 41],
reinforce clarity around agenda items [31], and model inclusive
language and behaviors in decision-making and question handling
[66]. Scholars also highlight the importance of providing multiple
participation channels, which broaden access and accommodate
diverse communication preferences [8, 38]. In the post-meeting
phase, feedback mechanisms such as surveys are recommended
as a way to capture participants’ experiences and inform adjust-
ments for future meetings [66]. These suggestions highlight the
responsibility of meeting facilitators to promote inclusion.

Building on this body of prior work, we recognize that promot-
ing inclusion in meetings requires ongoing effort. While existing
recommendations offer concrete strategies, they also point to the
broader challenge that inclusion itself requires hard work. Our
study explores how sociotechnical tools can help ease this burden
by supporting feedback exchange among participants and therefore
encouraging inclusive behaviors organically.

2.2 Sociotechnical Interventions to Improve
Meeting Inclusion

Researchers have designed systems to support inclusive meeting
practices. Building on established strategies for inclusion, these
tools introduce system-generated support or feedback to enhance
how meetings are planned, facilitated, and reflected on.

Such work has focused on tools for facilitating meetings. Some
systems expand facilitators’ capabilities, while others replicate tasks
typically expected of them [14, 79, 99]. For example, Chen et al.
[13] examined how active versus passive AI reflections affect goal-
oriented behavior in meetings. MeetingScript [12] enabled parallel

participation through real-time transcripts presented in a chat-
like interface, allowing collaborative edits and idea generation.
Inspired by Circle facilitation practices, Keeper [40] created a virtual
circle environment with turn-taking protocols, which increased
participants’ sense of social presence and invitations to contribute.

While facilitation tools encourage participation, feedback is crit-
ical for sustaining inclusion, as it has been shown to improve both
performance and satisfaction in small groups. Phielix et al. [74]
found that feedback and awareness tools improved group-process
satisfaction among high school students. Donia et al. [20] showed
that repeated evaluation systems increased team effectiveness and
confidence among undergraduates. Similarly, McLarnon et al. [65]
demonstrated that consistent feedback throughout projects im-
proved outcomes in global virtual teams. In online communities,
Zhu et al. [100] showed that negative feedback improved newcom-
ers’ task performance on Wikipedia.

Despite its benefits, feedback is inherently challenging to give
and receive [34, 94]. Abi-Esber et al. [1] observed that only 2.6%
of individuals offered constructive feedback about a blemish, sug-
gesting reluctance rooted in underestimating feedback’s value. Jug
et al. [44] identified additional barriers, including fear of negative
reactions and lack of interpersonal trust.

Computer-mediated systems deliver feedback either in real time
or post-hoc. These systems track aspects of participation and com-
municate them back to users, including emotional cues [84], verbal
and gaze behavior [11, 36, 56], and speaking time via visual or
haptic signals [52, 76, 97]. Kim et al. [50] developed sociometric
measures for mobile feedback, while MeetingCoach [50] provided
personalized dashboards summarizing behavioral patterns post-
meeting. Although participants reported improved awareness, they
also expressed distrust of feedback based on AI inferences.

We extend this body of literature by recognizing that distrust
of AI-generated feedback, as shown in MeetingCoach [50], could
limit its effectiveness in promoting inclusive behavior. To address
this gap, our system does not generate feedback itself; instead, it
facilitates easier feedback exchange between participants, taking
on a social role in between giver and receiver, instead of a technical
role as a tool for detecting and surfacing relevant feedback.

2.3 Computer mediation as social buffer for
disclosures

Technological mediation can lower barriers to self-disclosure. For
example, Lucas et al. [61] showed that individuals were more will-
ing to disclose mental health information to virtual humans than to
real humans, reflecting reduced fear of negative evaluation. Recent
work similarly demonstrates that conversational agents elicit disclo-
sures about stress [73], mental health challenges [15, 46], and other
sensitive information [98], reflecting increased trust in these sys-
tems [16]. This body of work establishes a broader trend: users are
willing to disclose personal information to computer technologies,
particularly conversational agents.

Users also engage with disclosure activities through technical
affordances, which act as social buffers. Weisband and Kiesler’s
meta-analysis of 39 studies found that computer-administered ques-
tionnaires elicited greater self-disclosure than face-to-face inter-
views [95].More recent systems have leveraged this effect to address
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social barriers. For instance, recognizing the social pressure and
fear of judgment in hierarchical communities, Soliman et al. [91]
developed LITWEETURE to connect junior and senior researchers
through Q&A. By enabling partial yet trustworthy self-disclosure
for public access, the system increased junior researchers’ com-
fort in asking questions they felt too intimidated to pose directly.
Similarly, Empathosphere [49] encourages team members to gauge
each other’s socio-emotional status and provides feedback on col-
lective and individual estimation accuracy, promoting more open
communication and feedback exchange.

Fu et al. [28] conducted a 1-week diary study examining the
benefits of using LLMs for AI-mediated communication (AIMC), a
practice that is becoming increasingly common with the prolifera-
tion of LLM-based tools like ChatGPT. They found that LLM-based
AIMC helps users by increasing their confidence, assisting them
in finding appropriate expressions, and helping them navigate lan-
guage and cultural barriers [36, 58]. Notably, users found AIMC
most beneficial for formal, high-stakes communication, further mo-
tivating our use of an LLM-based conversational agent for feedback
exchange in organizations.

3 System Description
3.1 Overview
Our system consisted of a web-based meeting platform with an
AI chatbot feature. The platform was built using a Node, Express,
and React development stack with Jitsi as a Service (JaaS) as the
video conferencing infrastructure. The AI agent was powered by
the GPT-4o-mini model via OpenAI’s API. System prompts were
refined via extensive iterative testing to ensure consistent agent
behavior. Pilot testing included series of one-off conversations to
test responses to plausible user inputs, as well as complete pilot
study sessions that followed our lab study protocol.

The agent was given the display name “Emily”; the decision to
present the agent as a woman was based on prior work. Kim and
Ryoo [51] found that anthropomorphic chatbots are more effective
at generating compliance via IHP, and Ryoo et al. [83] found the
same for female-presenting chatbots with a casual tone. This was a
practical design decision to ensure that any null findings could not
be attributed to avoidable shortcomings in agent design. At the same
time, prior work [7, 45, 64] cautions that gendered conversational
agents can reinforce societal stereotypes, e.g., associating women
with helpfulness and men with competence [7]. We underscore
the need for care when deploying gendered agents in real-world
systems and highlight opportunities for future work to identify
non-gendered cues that can support IHP.

User interaction with the system followed a cyclical three-step
flow (Figure 2). Below, we describe the sequence of interaction.

3.1.1 After Meeting. Using attendance and speaking time data
collected during the previous meeting, Emily solicits feedback be-
ginning with inclusion-focused questions and expanding to other
areas as needed. Emily was instructed to frame her intended behav-
ior as her sharing feedback based on the conversation, rather than
delivering feedback on behalf of the user. We reasoned this framing
would increase psychological separation between the sender and
the feedback, maximizing Emily’s benefits as a social buffer.

Users can direct their feedback either to “everyone” in the meet-
ing or to specific individuals, depending on whether the feedback
addresses group dynamics or individual behavior. Through each
conversation, Emily generates feedback suitable for sharing with
other meeting participants. Feedback is only transmitted if the user
explicitly approves it, ensuring full control over the process. Outgo-
ing feedback is displayed in a sidebar panel, giving users visibility
into actions taken by Emily.

3.1.2 Before Meeting. Before the subsequent meeting, each user
engages in a goal-setting and reflection conversation with Emily,
with received feedback as shared context. To prevent accidental
disclosures, Emily is not given information about who sent the
feedback—only the content and whether it was directed at “every-
one” in the meeting or the specific user she is conversing with.
To account for situations where peers do not provide feedback,
Emily always includes her own piece of feedback suggesting that,
based on data from the prior meeting, it may be useful to focus on
ensuring everyone can participate.

Emily structures this conversation in accordance with the In-
duced Hypocrisy Procedure (IHP) [77], a two-step social psycho-
logical technique that prompts prosocial behavior change by high-
lighting inconsistencies between a person’s values and behavior
(see Figure 1 for an example). The technique starts with normative
salience, where a person expresses agreement with a norm, followed
by transgression salience, where they are asked to recall a time when
their behavior conflicted with the norm. Similarly, Emily asks the
user to set a goal for themselves grounded in the feedback, then
asks them to reflect on a previous time when they did not meet the
goal. Emily was instructed to propose potential goals for adoption,
but never impose them, in line with the normative salience step’s
requirement that the person willingly adopt the normative stance.
(See Figure 3 for more details about prompting we used to guide the
agent’s behavior.) Upon approval, the goal and reflection appear in
a persistent sidebar panel, to clearly indicate to the user when a goal
has been adopted. This panel persists throughout the subsequent
meeting to ensure it remains salient.

3.1.3 During Meeting. Users engage in standard virtual meetings
while the system unobtrusively collects speaking time and atten-
dance data. Each user’s goals are visible in a persistent panel on
the right side of their screen. Data collected from the meeting is
fed as context to the next post-meeting conversation.

4 Lab Study Methods
We overview our lab study methods, beginning with our hypothe-
ses and data collection, then describe our study procedures and
analysis. The study plan was pre-registered1 and was approved by
our institution’s IRB.

4.1 Hypotheses and Data Collection
Our lab study sought to test the effectiveness of our system’s in-
tervention. Specifically, we hypothesized that a pre-meeting con-
versation with an AI agent using IHP to encourage behavior in
accordance with feedback from the previous meeting will:

(1) influence how people participate during the meeting.
1https://aspredicted.org/ttrr-7w7v.pdf

https://aspredicted.org/ttrr-7w7v.pdf
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Figure 2: After a meeting, Emily solicits feedback from each user in a private conversation (A). Meeting data (attendance and
speaking times) is included as context for these conversations. Based on each conversation, Emily stores any user-approved
feedback, which is anonymized and routed such that only the intended recipient and that recipient’s instance of Emily has
access to it (B). Right before the following meeting, Emily guides users through the induced hypocrisy procedure, asking them
to set a goal and reflect on a time when they did not meet the goal (C). Each user conversation contains the feedback they
received as shared context with Emily. User-approved goals persist into the meeting (D); each user can only see their own goals.

Figure 3: Sample of system instructions given to the agent to
guide users through the Induced Hypocrisy Procedure.

(2) improve perceived meeting quality.
(3) increase group attraction.
The chosen outcomes were grounded in our system’s interven-

tion mechanism and the input-process-output model of group ef-
fectiveness [54]. The first hypothesis addresses the fundamental
mechanism through which our system affects meetings: behavior
change. The intervention must measurably influence user behavior
to be effective. The second and third hypotheses draw from the
input-process-output model [54], which posits that task-focused

production outcomes and socioemotional group maintenance out-
comes are both important factors in long-term group effectiveness.
Meeting quality represents the production dimension, while group
attraction represents the maintenance dimension. In addition to
these constructs, we administered the Big Five Inventory (BFI) to
use in exploratory analyses, as we reasoned that reactions to Emily
could be associated with one or more personality traits. For exam-
ple, users who are high in trait Agreeableness might be more likely
to change their behavior in response to her interventions.

Perceived meeting quality and group attraction were measured
using Davison’s instrument for measuring meeting success [19]
and Evans and Jarvis’s Group Attitude Scale [25], respectively. We
selected these instruments because they are well validated, short
enough to minimize time burden on our participants, and contain
questions that are appropriate for themeeting context being studied.
We measured perceived influence of the agent on meeting participa-
tion via a 5-point Likert scale question, which asked participants to
rate agreement with the statement “The pre-meeting AI agent influ-
enced how I participated in the meeting.”. Participants who selected
4 or 5 were given an (optional) open-ended question asking them
to elaborate on how their participation changed. We also measured
speaking activity from participants’ microphone activity to ana-
lyze objective changes in speaking time balance across conditions.
This let us verify that participants’ meeting participation behavior
actually changed, and that changes in perceived meeting quality
were not due to the AI placebo effect [53], which has been found to
improperly influence meeting ratings specifically in the context of
AI interventions for meeting inclusion [39].
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Figure 4: Visual overview of the study design. A pre-meeting message from Emily was included in the control condition to help
account for the AI placebo effect [53]. The break between conditions was a few minutes long in the lab study and a week long
in the field study.

4.2 Study Procedure
The study design (Figure 4) was within-subjects; 28 participants met
in groups of 3-52 to complete a group task in a control condition
meeting, then a treatment conditionmeeting. A study facilitator was
present at each session to guide participants through the full study
procedure. Each study session began with audio testing, which let
us ensure that all participants had functional audio and minimal
background noise, such that we could accurately collect speaking
data. Participants were then guided through the control condition:

(1) Pre-meeting. Participants read a message from Emily, in-
forming them that she would solicit feedback after their
meeting. This brief interaction was also part of our strategy
for mitigating the AI placebo effect [53], by ensuring the
agent was present in both conditions.

(2) Meeting. Participants were assigned a group task and given
25 minutes to complete it.

(3) Questionnaire. Participants completed an online question-
naire containing the aforementioned instruments for mea-
suring perceived influence of the pre-meeting AI agent on
meeting participation (H1), meeting quality (H2), and group
attraction (H3).

After completing the questionnaire, participants were directed
to the post-meeting feedback solicitation conversation with Emily.
They were then given a 10-minute break, starting from the last
participant’s completion time. This break was included to prevent
exhaustion going into the second task. After the break, participants
were guided through the treatment condition:

(1) Pre-meeting. Participants completed a goal-setting and re-
flection conversation with Emily, where she guided them
through the Induced Hypocrisy Procedure (see Figure 1).
This constituted the system’s intervention.

(2) Meeting. Participants were assigned a different group task
and given 25 minutes to complete it.

(3) Questionnaire. Participants completed the same online
questionnaire, again letting us measure Emily’s perceived in-
fluence on meeting participation (H1), meeting quality (H2),
and group attraction (H3).

To control for task-specific effects on meeting outcomes, we
alternated between using Lost at Sea3 and a Murder Mystery4 game
2Our pre-registration notes groups of 4-6, but participants in two groups dropped out
during the study session due to logistical and technical issues.
3https://insight.typepad.co.uk/lost_at_sea.pdf
4https://peterpappas.com/images/2010/08/murder-mystery.pdf

across control and treatment conditions. These tasks were selected
based on several criteria. First, both could theoretically be com-
pleted without input from all group members, meaning that neither
task structurally forced inclusive participation. Second, pilot testing
confirmed that both could be completed within 25 minutes. Finally,
we chose tasks that were sufficiently different from one another to
prevent learning transfer effects, where groups develop effective
strategies during the first meeting and apply them to improve the
second meeting. This concern led us to avoid using highly similar
tasks like Lost at Sea followed by Lost in Space, for example.

4.3 Recruitment and Consent
We recruited participants through social media posts, emails to
institutional listservs, and snowball sampling. To participate, in-
dividuals had to sign up in a group of 4-6 friends, colleagues, or
other people who already knew each other well. We implemented
this requirement for two reasons: first, to replicate the interper-
sonal dynamics typical of real professional meetings and, second,
to mitigate the effects of initial relationship building. Without this
restriction, improvements in the treatment condition might simply
reflect participants becoming more comfortable with each other
over time. Participants signed up and consented via a Qualtrics
form, then completed the Big Five Inventory in the same form.
Each group was asked to agree on a coordinator, with whom this
paper’s co-authors worked to schedule the group’s session.

4.4 Analysis
4.4.1 Questionnaire Data. We used paired one-tailed5 Wilcoxon
signed-rank tests to test whether outcomes measured by our ques-
tionnaires were significantly better in the treatment condition.
Wilcoxon signed-rank tests were used in lieu of 𝑡-tests because
the data were not normally distributed. We also report rank-biserial
correlation (𝑟 ) as a measure of effect size for all comparisons.

4.4.2 Speaking Times. Given that speaking time balance is inher-
ently a group-level construct, we recognized that any single statis-
tical test would likely lack sufficient power to detect meaningful
differences in our 7-group sample. To address this limitation, we
employed two complementary approaches, reasoning that conver-
gent findings across methods would provide stronger evidence than
either approach alone.

5Our pre-registration specified one-tailed tests.

https://insight.typepad.co.uk/lost_at_sea.pdf
https://peterpappas.com/images/2010/08/murder-mystery.pdf
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Our first approach treated speaking time balance as a purely
group-level outcome. We calculated the Gini coefficient of speak-
ing times for each meeting and used paired one-tailed Wilcoxon
signed-rank tests to compare balance between control and treat-
ment conditions within the same group.

Our second approach leveraged individual-level data, while still
incorporating the group-level structure. For each participant, we
calculated their proportion of speaking time relative to their “fair
share” (the amount each person would speak if all members con-
tributed equally). We log-transformed these proportions so that
zero represented speaking time equal to the participant’s fair share,
and the magnitude captured deviation from fair share as an un-
bounded value. We then fit a mixed-effects model with the absolute
value of this number as the dependent variable, group membership
as a random effect, participant as a random effect nested within
group, and condition as a fixed effect. Thus, a negative coefficient
for treatment would indicate that individual deviation from fair
share decreased (i.e., meetings became more balanced), and vice-
versa. Visual inspection of residuals vs. fitted values supported
the linearity assumption, and residuals were found to be approxi-
mately normally distributed. We used a 𝜒2 likelihood-ratio test to
assess whether including condition significantly improved model
fit compared to a random-effect-only baseline model.

5 Lab Study Results
5.1 Emily Influenced Meeting Participation
5.1.1 Participants Reported Strong Influence on Participation. Par-
ticipant ratings of agreement with the statement “The pre-meeting
AI agent influenced how I participated during the meeting” were
higher in the treatment condition compared with control (Table
1). A one-tailed paired Wilcoxon signed-rank test confirmed this
difference was statistically significant (𝑉 = 5.5, 𝑝 < 0.001) and the
effect size was large (𝑟 = 0.85). These results support our first
hypothesis, that the AI intervention would influence how
people participate during meetings.

Based on responses to the open-ended questions, participants
changed their participation in ways we expected. For example, one
participant “tried to let other members speak more” whereas another
“set a goal to contribute to the discussion, and I thought I contributed
more than the first one”.

Taking Spearman correlations between BFI scores and reported
influence of the AI agent on participation showed no measurable
association with Agreeableness (𝜌 = −0.09, 𝑝 = 0.67), Conscien-
tiousness (𝜌 = −0.01, 𝑝 = 0.96), Extraversion (𝜌 = 0.08, 𝑝 = 0.68),
Openness (𝜌 = 0.12, 𝑝 = 0.54), or Neuroticism (𝜌 = 0.22, 𝑝 = 0.26).

5.1.2 ObjectiveMetrics Substantiated Self-reports. Analysis of speak-
ing times showed more balanced meetings in the treatment condi-
tion (Figure 5). While speaking time balance is an imperfect proxy
for meeting inclusion, measuring it let us understand whether par-
ticipants’ self-reported behavior changes were reflected in objective
signals. The paired difference in group-level (𝑛 = 7) Gini coefficients
showed a moderate effect size (𝑟 = 0.51). However, a one-tailed
paired Wilcoxon signed-rank test was not statistically significant
(𝑉 = 22, 𝑝 = 0.11), likely given the small number of groups. Our
mixed-effects model showed the same effect direction (𝛽 = −0.146)

with an effect size of 0.41 (coefficient over residual standard devia-
tion). Similar to theWilcoxon, a 𝜒2 likelihood-ratio test showed that
adding study condition as a fixed effect did not significantly improve
fit over a model with just team as a random effect (𝜒2 (1) = 2.08,
𝑝 = 0.15). Taken together and in light of the self-reports, however,
these tests suggest a likely small-to-moderate effect on speaking
time balance that could be quantified more precisely with a larger
number of groups.

5.2 Changes in Meeting Participation Led to
Higher-Quality Meetings

Participants rated meetings in the treatment condition more pos-
itively than those in the control condition (Table 1). We saw vir-
tually no difference between conditions on the Communication
construct (𝑟 = 0.01), but ratings on the 4 other constructs were
significantly better, with effect sizes ranging from moderate for
Teamwork (𝑟 = 0.44) to moderate for other constructs (see Table 1).
These results support our second hypothesis, that the AI
intervention would improve perceived meeting quality.

5.3 Group Attitudes Remained Stable
There were little-to-no measurable changes in group attitude be-
tween conditions (Table 1). A paired one-tailed Wilcoxon signed-
rank test showed no significant difference between conditions
(𝑉 = 107.5, 𝑝 = 0.11), and condition had a small effect size on
group attitude (𝑟 = 0.25). These results do not support our third
hypothesis, that the AI intervention would improve group
attraction. However, this is not surprising given that a single inter-
vention is unlikely to drastically impact established relationships,
and recall that group members already knew each other.

6 Field Study Methods
Our lab study findings were encouraging, but the controlled setting
inherently limited our understanding of potential implementation
barriers in real organizational contexts. To address this gap, we
conducted a field study designed to identify organizational and
structural challenges that might emerge during naturalistic de-
ployment of our system. The study protocol, described below, was
approved by our institution’s IRB.

6.1 Study Context
The system was deployed at a small consulting firm with approxi-
mately 60 employees across New York City, USA and Delhi, India.
Employees at the firm typically work on projects in small teams
and hold daily check-in meetings to discuss updates, blockers, and
client deliverables. The meetings included in the study typically in-
volved teams of 3-5 employees. However, most meetings were only
attended by 2 team members, so the study included predominantly
one-on-one interactions. These interactions tended to include the
person overseeing the project and one or two people working under
them, giving us a mix of junior employees and senior employees or
executives in our sample. We do not report (nor did we collect) any
demographic information; we reasoned that including such details
could easily deanonymize participants given the firm’s small size.
Rather than providing direct compensation, we agreed to provide
an internal presentation of the research findings at the firm.
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Instrument Construct Median (control) Median (treatment) V p (FDR-adjusted p) r

Likert-scale Question AI Influence 0.13 0.75 5.5 ***<0.001 0.85

Davison [19]

Communication 1.00 1.00 50.5 0.65 (0.65) 0.01

Discussion Quality 0.88 1.00 4.5 ***<0.001 (**0.001) 0.69

Efficiency 0.84 0.93 58.5 ***<0.001 (**0.002) 0.59

Status Effects 0.94 1.00 15.5 **0.01 (*0.01) 0.50

Teamwork 0.92 0.92 34.5 **0.008 (*0.01) 0.44

Evans and Jarvis [25] Group Attraction 0.90 0.92 107.5 0.11 0.25

Table 1: From the lab study: median scores (0-1 normalized) on self-reported influence of the AI agent on meeting participation,
5 meeting success constructs [19], and group attitude scale [25] per study condition. Results of one-tailed paired Wilcoxon
signed-rank tests on the scores, and effect sizes via rank-biserial correlation (𝑟 ). Construct scores are reverse-coded in some cases,
such that higher values are always better. FDR-adjusted p-values are included in parentheses for meeting quality constructs,
since they pertain to a single hypothesis. Ratings on all but one construct (Communication) are significantly better in the
treatment condition, suggesting our system positively impacted meeting quality.

6.2 Study Design and Procedure
The field study was structured almost identically to the lab study.
We followed a within-subjects design, and measured the same con-
structs using the same online questionnaires. However, partici-
pation was unsupervised, used real work meetings rather than
pre-determined group tasks, and took place over 3 weeks:

• Week 1: Testing the System and Study Logistics. Partici-
pants used a non-augmented version of themeeting platform,
which included no AI component; they could simply log in
and join their team meeting. While data was collected, the
first week served to identify and resolve logistical and techni-
cal issues. For example, meeting hosts occasionally forgot to
join sessions, and some groups attempted to use the platform
multiple times per week. Therefore, at the end of the first
week, we updated the system to address technical issues and,
with the input of the firm’s management, established pro-
cedures to make study compliance easier, such as a shared
tracking sheet to help coordinate weekly platform use.

• Week 2: Control Condition. Participants read a pre-meeting
message from Emily, attended a meeting together, completed
the questionnaire, and completed the post-meeting feedback
solicitation.

• Week 3: Treatment Condition. Participants completed
the pre-meeting intervention (IHP-based goal-setting and
reflection), attended a meeting together, and completed the
questionnaire.

Evaluation favored depth over breadth; the final quantitative
sample consisted of 10 participants who attended their meetings
in both week 2 and week 3, but these data were primarily used
to substantiate qualitative insights, which form the bulk of the
field study’s results. Qualitative data consisted of semi-structured
interviews after week 3 with 9 of the 10 participants; one participant
opted out of being interviewed. The mean duration of interviews
was 24 minutes and 46 seconds, with a maximum of 28:52 and a
minimum of 16:28.

6.3 Analysis
Quantitative analysis was identical to the lab study. We conducted
within-subjects comparisons on questionnaire responses for weeks
2 (control) and 3 (treatment) using paired one-tailed Wilcoxon
signed-rank tests.

We recorded and transcribed semi-structured interviews using
Zoom, and conducted inductive thematic analysis [9], following a
two-step process. We started with open coding, creating codes to
capture each distinct participant statement or idea. For example,
the statement ‘I feel like it would maybe be taken personally or
discounted if it’s a one-off situation. Like, oh, this person doesn’t know
what they’re talking about, or they’re just too sensitive.” was coded as
“One-off situation feedback might be discounted or taken personally.”

We pseudonymized open codes and transferred them to virtual
sticky notes on a Miro board for axial coding. We identified over-
arching themes in the open codes by grouping similar ones into
clusters. We positioned related clusters together and iteratively
refined cluster boundaries/compositions throughout the process.
We reached saturation (a point at which no new major themes con-
tinued to emerge) after coding approximately 7 of the 9 interviews.

7 Field Study Results
Qualitative and quantitative results validated our expectations that
the system could influence behavior and make exchanging feedback
easier. However, the interviews also led us to identify important
organizational barriers that impacted the use of our system. First,
while Emily could influence participants’ meeting behaviors, this
only occurred when participants engaged deeply with the system
rather than rushing through interactions, which was challenging
given organizational time pressures. Second, participants frequently
perceived Emily’s feedback prompts as misaligned with their spe-
cific meeting contexts, leading most to decline providing feedback
and leading to the system’s use as a personal reflection tool. Third,
the system’s benefits were more apparent to junior employees who
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Figure 5: Proportion of time spoken across conditions, separated by team. Red dashed lines indicate the level at which each
participant would have spoken an equal proportion (total speaking time over number of participants). Two participants were
excluded from this analysis due to a technical error that prevented us from collecting their speaking data; each group with a
participant missing is denoted by an asterisk next to their team number. Plots suggest that time spoken became more balanced
in the treatment conditions due to the intervention, with team 3 providing perhaps the clearest example. Additional analyses
on speaking times, though not statistically significant, substantiate this interpretation.

struggle with upward feedback than to senior employees and execu-
tives, creating a structural adoption challenge. Fourth, participants
identified significant limitations in AI-mediated feedback exchange
compared with face-to-face communication, noting the loss of con-
textual richness essential for effective workplace feedback. We
present each of these challenges in detail with substantiating par-
ticipant quotes. To preserve anonymity, we use gender-neutral
pronouns (e.g., “they”) when referring to any participant. Some
quotes are also lightly edited to remove identifying content not
relevant to the study.

7.1 Emily Influenced Meeting Participation
Similar to our lab study, participants tended to report higher in-
fluence on meeting participation in the treatment condition as
compared with the control condition (Table 2). Though not statisti-
cally significant, these results suggest some impact on behavior in
the field study. However, this did not translate to measurable dif-
ferences in meeting quality or group attraction. This is also in line
with our lab study results, where effect sizes for meeting quality
and group attraction were more modest than the effect size for AI’s
influence on meeting participation.

Interviews substantiated our quantitative data with concrete
examples where Emily affected participants’ behavior in meetings.
P9 recalled that “the AI agent recommended participation balance. So

I set that goal, and I remember it was on the screen, on the side. And
having that right there, and having done that, I definitely was more
mindful of it during the meeting.” Others described the intervention
profoundly impacting their meeting experiences. P7 noted how they
were “surprised by week 3 how that little prompt at the beginning
changed my perception.” P10 recalled being led to a key realization:
for months, meetings had been moving too quickly, likely causing
mutual frustration for participants:

“So I thought back, and I’m like—you know what? I
had too high of an expectation that even after so many
months, [the consultant] truly understands this, and
that’s probably not right. We need to start at a much
lower level. Otherwise there’s frustration on both parts
because they’re like ‘I don’t understand why this is
wrong’ and I have the same sentiment of ‘I don’t un-
derstand why this is wrong’. And the reason is [the
consultant] doesn’t have as many years of experience
as I do. So I had that realization, then set the goal for
the next meeting to be making sure we go back to the
basics. And when explaining things, making sure that
there’s the right context.

P10 noted how this experience gave them “the ability to then
take that thought process that got me there and apply it to other
meetings,” indicating that behavior change may have extended
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Instrument Construct Median (control) Median (treatment) V p (FDR-adjusted p) r

Likert-scale Question AI Influence 0.50 0.63 9.00 0.06 0.49

Davison [19]

Communication 1.00 1.00 4.00 0.43 (0.83) 0.04

Discussion Quality 0.94 0.91 12.50 0.70 (0.83) 0.07

Efficiency 0.84 0.91 19.50 0.22 (0.83) 0.26

Status Effects 1.00 1.00 8.00 0.61 (0.83) 0.10

Teamwork 1.00 0.92 10.50 0.83 (0.83) 0.37

Evans and Jarvis [25] Group Attraction 0.84 0.84 17.50 0.30 0.18

Table 2: From the field study: median scores (0-1 normalized) on self-reported influence of the AI agent onmeeting participation,
5 meeting success constructs [19], and group attitude scale [25] per study condition. Results of one-tailed paired Wilcoxon
signed-rank tests on the scores, and effect sizes via rank-biserial correlation (𝑟 ). Construct scores are reverse-coded in some cases,
such that higher values are always better. FDR-adjusted p-values are included in parentheses for meeting quality constructs,
since they pertain to a single hypothesis. Though not statistically significant (due at least in part to small sample size), these
results suggest some impact of the AI agent on behavior in the field study.

beyond the context of that single meeting. Notably, we did not
measure long-term behavior change, and there is little longitudinal
research on the InducedHypocrisy Procedure [77].We return to this
in Discussion to reflect on how insights from Self-Determination
Theory (SDT) [82] and the Transtheoretical Model of Behavior
Change [78] could be leveraged so that the short-term behavior
change motivated by our system is maintained in the long term.

7.2 Organizational Barriers Mediated The
System’s Success

Despite evidence that Emily successfully influenced meeting par-
ticipants’ behavior, we identified several ways in which our system
was insufficiently equipped to support the intended interactions
within the specific organizational context. We overview these next.

7.2.1 Behavior Change Depended on Pushing Participants to Reflect.
Participants described their work environment as fast-paced. This
led them to speed through the pre-meeting conversation because
“after a point, you just want to get into the meeting. So you hurry up
because you have to get to work.” (P8) Even participants who engaged
deeply with Emily recalled starting the pre-meeting conversation
with the intention to rush through it. P9, for example:

“To be completely frank, I think it was somewhat busy
day. We had a meeting right after with the clients, we
wanted to get ready, so I was trying to get through the
questions. And so I just said my goal is get things done.”

This highlights thefirst organizational barrier: while Emily
could effectively influence behavior when participants en-
gaged meaningfully with her, such engagement was con-
strained by organizational incentives that prioritized effi-
ciency over reflection. Participants operated in an environment
that emphasized billable hours and rapid transitions between meet-
ings, creating structural barriers to the reflective engagement that
Emily required to be effective. Indeed, as P10 said, “We typically

are running or sprinting all the time, and who has the luxury of stop-
ping and really reflecting on what just happened? You have the next
thing on your calendar that you have to do.” Notably, this constraint
was absent in our lab study, where participants had buffer periods
between tasks that provided ample time for interacting with Emily.

In a small number of cases, Emily successfully pushed partici-
pants to engage deeply. P7 described how Emily “forced introspection
on me before the meeting... it just made me think about it.” After
P9 said they would just like to “get things done”, Emily responded
by redirecting them to consider participation balance. This led P9
to slow down, reflect, adopt the goal, and be “more mindful of it
during the meeting”. Similarly, P10 recalled their reaction to push-
back from Emily when they tried to speed through the pre-meeting
conversation: “She said that’s not an answer. You need to dig deeper...
So I paused and really thought back.” P10 noted that the ability to
push back was a key strength of AI agents, and described the ex-
perience as a “guided journey” that could not be supported by a
static interface like a feedback form. This led to what P10 called
“the biggest success from this”, which was ”being forced to reflect, to
make time to reflect, which just doesn’t happen on a regular basis.”

7.2.2 Feedback Prompts Often Perceived as Misaligned with Meet-
ing Context. A second organizational barrier emerged from
participants’ perception that Emily’s feedback prompts were
misaligned with their meeting context. Field study participants
frequently reported that Emily’s inclusion-focused questions felt
inappropriate for the informal, operational nature of many internal
meetings. P8, for example, noted that the agent was asking a lot of
nuanced questions which did not fully apply to the context...We’re
just deciding on what we have to do the rest of the day.” P2 similarly
observed that in these internal meeting setups, these are not very
top-of-mind questions. It might be more important for, let’s say, a
major client meeting.”

As a result of perceived contextual misalignment, participants
mostly declined to provide feedback. Indeed, only 4 of 10 field study
participants provided feedback; of these, 3 only provided positive
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affirmation and just 1 offered substantive critique. By contrast, 20 of
28 lab study participants provided feedback, with a mix of positive
affirmation and substantive suggestions for improving the meeting.
Thus, the behavior changes we observed resulted from participants
treating Emily as an individual reflection partner rather than as a
mediator for feedback exchange.

7.2.3 System’s Benefits Less Clear to Senior Employees and Exec-
utives. The primary appeal of an AI agent as feedback proxy was
that it could eliminate the need for interpersonal conflict, partic-
ularly when giving upward feedback. P8 identified conflict as the
core issue: “I think the problem people have with feedback is the
confrontation.” P1 and P4 highlighted how AI agents could provide
a solution. P1 noted that “if you go to a version where there is an
AI agent in place that helps us to maintain a feedback loop, it will
remove the possibility of degrading relationships completely, because
there will be no confrontation.” P4 anticipated that using an AI agent
for feedback would “really facilitate team communication.”

Perhaps unsurprisingly, however, supervisors tended to focus on
the negatives of conflict avoidance. P7, for example, worried that
giving feedback via AI would lead people to formulate their feed-
back less thoughtfully: “there’s some level of accountability and risk
I take which makes me think about it and position it a little bit more.”
P10 emphasized the importance of learning to exchange feedback
directly. By letting employees avoid conflict, P10 lamented, it would
prevent them from learning how to engage in it constructively:

“The ability to give feedback up, and sideways, and
down is a key developmental trait. If I outsource this to
AI or some other in-between where I take the pressure
off myself, I feel like you miss out on key development...
In our industry, where we do client work, clients need to
like us and respect us. And clients can be difficult, and
if you aren’t able to figure that out and give the right
feedback, or take the right feedback, or understand the
feedback that is being given for being right or wrong,
you are missing out on a key developmental concept.

Senior employees’ and executives’ skepticism relative to
junior employees represents a third organizational barrier
for our system.We designed a system with benefits that are more
salient to junior employees than to those in leadership positions.
This creates an organizational adoption challenge similar to the
classic case documented by Orlikowski’s study of Lotus Notes [72].
In that case, leadership was enthusiastic about the technology while
employee adoption lagged. Here, we observe the opposite pattern;
the system’s benefits are clear to people who struggle to give feed-
back upward (junior employees), and less so to executives and
senior managers who more often give feedback downward.

7.2.4 EffectiveWorkplace Feedback Depends on Nuanced, Bi-directional
Communication. A fourth organizational barrier emerged from
themismatch between our system’sAI-mediated communica-
tion and the contextual richness that organizational feedback
practices require. Participants recognized that effective workplace
feedback depends on nuanced, bi-directional communication that
our system could not adequately support. This led to both relational
and instrumental concerns.

From a relational perspective, participants viewed feedback as
inherently interpersonal—a way to demonstrate care or build trust
that could not be delegated to technology. P6, for example: Everyone
on my team I deeply care about, so I would like to do it myself.” P8
similarly noted: It’s definitely a short term hindrance, that fear of
conflict. But I feel that in the long term, it’s better [for the relationship]
if you have that conversation one on one.” P2 captured this sentiment
broadly: “I think it would be tricky to use AI to do those kinds of
things because these are very human interactions.”

More commonly, however, participants’ concerns were instru-
mental. They emphasized that effective feedback delivery requires
real-time adaptation based on contextual cues, which AI media-
tion inherently disrupts. P7 explained: “I think for me, it’s about
driving an outcome. The approach I take really depends on what I
think the person will be most susceptible to.” P5 similarly noted the
importance of tailored delivery: “You also need to build in different
personas. What I care about may be different from what the team is
saying.” Many participants described feedback exchange as collab-
orative problem-solving rather than one-way information transfer.
P1, for example: “There will be no gap in communication. We can
discuss it to the point that I can get to know their side, they can get to
know my side.” And P10:

“When there are issues on teams, I do one-on-one calls
with the person having the issue or creating the issue to
get down to the bottom and have it resolved. And having
an intermediary which may not have the context, or
writing down what your problem is will not really allow
us to get into the conversation of ‘Hey, in the first sen-
tence you said blank. I don’t recall this. What happened
there?’ Having an open dialogue will get you much fur-
ther because you build a framework of understanding
versus being told a solution to a single point.”

P10’s description illustrates the core challenge: AI mediation
reduces contextual information flow in both directions. While this
information typically flows organically in face-to-face interactions,
AI-mediated communication systems must explicitly support its
transmission. Thus, we close this section by outlining the informa-
tion categories that participants identified as critical for successful
AI-mediated feedback exchange in their organizational context:

• Credibility Cues. Participants were concerned about ad-
equately communicating and assessing credibility. P9, for
example, worried that feedback might be dismissed if pre-
sented as pertaining to an isolated incident: “I feel like it
would maybe be taken personally or discounted if it’s a one-
off situation. Like, oh, this person doesn’t know what they’re
talking about, or they’re just too sensitive.” P8 similarly noted
that “if it’s more general, people might just think ‘oh, this
doesn’t apply to me.”’ On the assessment side, P7 noted that
“sometimes I want to be able to filter. Like ‘do I care about this
feedback or not?’ is one thing that I do sometimes think about.”

• Actions to Take. Participants emphasized that feedback
should be communicated in a way that is actionable. P8
noted that “if it’s framed as ‘you should do this, you should
not do that,’ then I think it might be helpful.” P7 similarly
emphasized the importance of feedback that “is actionable,
and there’s some context to it that will help the person address
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it.” This led some, like P4, to prefer an AI agent to focus on
highly specific, “microscopic” feedback: “I would say this AI
agent is really good for ‘microscopic’ feedback. So if, before a
call, if my manager wanted to give feedback to me through this
agent like try to make sure that you have an agenda and that
you’re more inclusive, I think having a reminder before the call
would be very, very helpful.” This emphasis on actionability
broadly follows from participants’ aforementioned framing
of feedback exchange as collaborative problem-solving.

• Receptiveness and Impact. Participants wanted to be able
to gauge how feedback was received. P10, for example: Hav-
ing the ability to gauge the receptiveness of your audience to
the feedback is a crucial part that is missing from any sort of
written interaction.” Once again, participants were concerned
for both relational and instrumental reasons. On the rela-
tional side, P7 noted the importance of gauging emotional
impact to avoid hurting feelings: “If I have to slightly change
my style to get morale up, I would do that.” On the instru-
mental side, P6 explained how “reading the person and giving
examples” can make feedback more effective.

8 Discussion
8.1 IHP as a Tool for Meeting AI Systems
Prior work on AI support for meetings has largely focused on
surfacing information to improve awareness of meeting dynamics
(e.g., [39, 85]), but has tended to stop short of concretely demonstrat-
ing behavior change. Indeed, Houtti et al. [39] found that proactively
nudging over-participators with information about their relative
time spoken had little-to-no effect on their behavior. Our results
suggest that the Induced Hypocrisy Procedure (IHP) can fill a key
practical gap in this space. IHP provides a theoretically grounded
pathway for transforming meeting insights into action; our em-
pirical findings demonstrate that it is a promising addition to the
design toolkit for meeting-focused AI systems.

IHP and similar social psychology theories may inform the de-
sign of AI agents in group settings to induce behavior change. Our
AI agent is able to successfully intervene on group dynamics. Often
this is done solely with theories from HCI or social computing, such
as social translucence [23], workspace awareness [33], and common
ground [69]. Our results show promising avenues for IHP in situ-
ations complementary to ours where interventions may improve
group behavior in small team settings. We are also interested in ap-
plications to comparable group settings, such as online cooperative
games, student groups, class projects, and hackathons.

Importantly, while IHP proved effective at promoting more bal-
anced speaking time in our lab study, we must also consider how
its use in systems could create harms. IHP operates by creating
cognitive dissonance between an individual’s stated values and
their actual behavior, pressuring them to align their actions with
a norm. This mechanism inherently privileges certain behaviors
as “correct” while framing deviations as failures to live up to one’s
own values. The question of which norms warrant enforcement
through cognitive dissonance is therefore critical for system design-
ers to consider. In our system, the feedback exchanged between
participants shaped what behaviors were flagged as problematic;
yet, this raises questions about whose perspective on “inclusive”

behavior should guide the intervention, especially in organizations
where hierarchies and power dynamics come into play. Partici-
pants might give feedback that privileges certain communication
styles while devaluing others (e.g., thoughtful listening or cultural
norms around turn-taking). This feedback would then cause IHP to
pressure behavior change that enforces homogeneity rather than
supporting genuine inclusion. More broadly, as IHP becomes an
available tool in designers’ repertoire for behavior change, we must
remain attentive to whose norms are being encoded in the inter-
vention, whether those norms genuinely serve the stated goals, and
how systems can respect rather than erase legitimate behavioral
diversity.

8.2 Organizational Factors & the Field of
Human-AI Interaction

Human-AI interaction (HAI) has made massive strides in the last
decade to demonstrate the capabilities and limits of AI systems for
individuals and small groups [4, 88]. This work has demonstrated
the applicability of theories from interdisciplinary fields such as psy-
chology, sociology, and cognitive science to explain and predict how
AI affects human behavior. Indeed, we explicitly drew on this tra-
dition through our theory-grounded system design, incorporating
IHP [77] and social buffering [28, 61, 73, 95]. Prior work that focuses
on AI-mediated meetings has also used these theories, and others
like social translucence [23], to accomplish their goals [39, 67, 85].
The success of much AI work in individual-tech and AI-small group
contexts points to the usefulness of interdisciplinary insights into
the development of HAI systems.

However, organizational factors fundamentally shaped how our
field study participants engaged with the AI feedback system, lead-
ing them to adapt it for individual reflection rather than organiza-
tional feedback exchange. This is not a new claim within HCI and
specifically CSCW; the foundational work of CSCW was steeped in
organizational context in the 1980s and 1990s [2, 32, 69]. Specifically,
Orlikowski [71], Ackerman [2], and other scholars (e.g., [6, 32, 62])
warned of persistent organizational barriers including hierarchi-
cal friction, slow institutional technology adoption, and embedded
power dynamics that resist technological mediation: barriers we
(re)discovered in our field study. The organizational context proved
more resistant to our intervention than anticipated, suggesting that
individually-focused theories and solutions alone cannot address
deeply embedded organizational behaviors, politics, and norms.

We believe this gap between individual or small-group design
and organizational realities warrants a closer look at organizational
factors for HAI. In our lab study with social groups, we success-
fully bridged the tech-individual and tech-social gaps through our
theory-grounded design. The emergent misalignment was not at
the level of individual users or small group dynamics—it was at the
organizational level. This means that the theories we chose from
psychology, like IHP, may not be sufficient to enact the behavior
change inside of an organizational context, despite its success in the
lab and in other research. Reports from recent articles on generative
AI pilots in the workplace support this theory with its claims that
90% of genAI tools in the workplace fail [24]. We wonder if the
failure cases of AI-mediated workplace technology may stem from
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designing for individuals operating within organizations rather
than for organizational contexts themselves.

When a workplace AI system fails, understanding whether the
failure stems from tech-individual, tech-social, or tech-organization
misalignments points toward fundamentally different solutions.
Are issues with AI between technology and individual users (tech-
individual), technology and social group dynamics (tech-social), or
technology and organizational structures, norms, and hierarchies
(tech-organization)? Indeed, these considerations may highlight
why individual-oriented HAI work has yielded different (often pos-
itive) findings of potential applicability, while participatory work
in HAI with context-embedded communities has identified epis-
temic and normative frictions [22, 70, 96]. Building on the seminal
work about organizational factors from CSCW and our findings,
we present some design implications below.

8.3 Design Implications for AI-mediated
Feedback and AI Systems for Meetings

8.3.1 Account for Users’ Work Rhythms. AI-mediated feedback sys-
tems must integrate into users’ existing work rhythms, which can
vary by profession, role, and working style, to ensure there is suf-
ficient space for thoughtful engagement. Pre- and post-meeting
conversations may be appropriate for people with few meetings
but, as we saw, they are ill-timed for consultants moving rapidly be-
tween short, back-to-back meetings. Future systems could account
for this by scheduling high-effort agent interactions for less time-
pressured moments. To solicit feedback, the agent could ask via
a quick post-meeting button press whether the user has feedback
to give and, if so, schedule a dedicated time on their calendar for
the conversation. Optionally, the user could be provided multiple-
choice options to specify the type of feedback they will provide,
which can help address the issue of conversations being misaligned
with the meeting context. To deliver feedback, the agent could
similarly book a time on the person’s calendar to discuss, ideally
during a day or time block with relatively few other meetings. Al-
ternatively, we could embed feedback solicitation and exchange
into surfaces or experiences typically accessed during less time-
pressured moments. Microsoft’s virtual commute6, for example,
lets users review the day’s upcoming meetings during a commute,
when other demands are minimal. Such contexts could be ideal
for our system, as they can all but assure the user has time for the
kind of reflective, prolonged interaction that our approach requires.
More intelligent approaches could leverage prior work on detecting
opportune times for interruptions or breaks [26, 48].

8.3.2 Design for Different Types of Professional Relationships. The
appropriate structure for AI-mediated feedback depends on the
nature of work relationships, which are shaped by organizational
norms and roles. Our system’s approach to directly deliver feed-
back may work well in contexts where there is less emphasis on
relationships and more emphasis on short-term work and trans-
actional information exchange. For example, contractors working
temporarily for an organization may benefit from efficient feed-
back mechanisms without long-term relational investment; such

6https://support.microsoft.com/en-us/topic/virtual-commute-in-viva-insights-
8be83785-f5ec-4e84-8cff-f0abb117f876

contexts would more closely resemble the “social groups” from our
lab study where the intervention succeeded.

However, in organizations like our field study site—described by
multiple participants as “feedback-forward”—feedback exchange
serves relationship-building and professional development pur-
poses, as well as information transfer. Managers viewed feedback
as not just a process of communicating information, but also as an
opportunity to demonstrate care and help build the person’s ability
to receive and exchange feedback over time, making AI mediation
feel inappropriate. In such contexts, AI agents could support these
organizational values by functioning as feedback coaches. Our AI
agent could solicit feedback and could help the user think through
how to deliver it appropriately themselves, following the pattern
of generative AI as a tool for metacognitive support [93].

To ensure such support is organizationally appropriate, man-
agers, executives, and HR could provide guidelines about the com-
pany’s feedback culture as context. This could position the system
as a useful onboarding tool as well, helping new employees un-
derstand and adapt to organizational feedback norms and build
their feedback-exchanging skills over time. Additionally, embed-
ding role and hierarchy awareness into the system would enable it
to tailor both tone and content appropriately, e.g. helping a junior
employee frame feedback for a manager with appropriate deference,
or helping a manager deliver developmental feedback that balances
directness with supportiveness.

8.3.3 Enable Team- and Meeting-specific Customization. AI medi-
ated feedback systems should allow teams to customize the agent’s
behavior based on their specific meeting contexts and collabora-
tive needs. Teams and meetings vary in their purposes, working
styles, and challenges; a weekly status update requires different
feedback than a brainstorming session or a client presentation. Our
field study revealed that treating all meetings uniformly led to
mismatches between the system’s interventions and teams’ needs.

Future systems could let teams configure the types of feedback
the AI agent prioritizes based on their goals. For example, a team
struggling with unequal participation in a weekly project meeting
might task the AI agent with soliciting inclusion-focused feedback,
while a team working on having more efficient daily stand-ups
might prefer feedback focused on whether time is being used well.
This customization should extend to temporal factors as well. Ad
hoc teams or project groups with short timelines might benefit
from immediate and frequent feedback to quickly establish pro-
ductive patterns. In contrast, long-standing teams with established
relationships might prefer less frequent interventions. By making
these factors configurable, future systems can adapt to the diverse
ways teams work rather than imposing a one-size-fits-all approach.

8.3.4 Position Within Familiar Organizational Structures. Our field
study revealed that participants often repurposed Emily as an indi-
vidual reflection tool rather than using it for organizational feed-
back exchange as intended. This adaptation likely occurred in part
because our system introduced an entirely new feedback pathway
that existed outside the organization’s familiar structures and pro-
cesses [71]. The consulting firm already had established feedback
mechanisms run by HR, including a feedback exchange process that
was highly analogous to our approach, except that an HR represen-
tative functioned as the proxy rather than an AI agent. Because it

https://support.microsoft.com/en-us/topic/virtual-commute-in-viva-insights-8be83785-f5ec-4e84-8cff-f0abb117f876
https://support.microsoft.com/en-us/topic/virtual-commute-in-viva-insights-8be83785-f5ec-4e84-8cff-f0abb117f876
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operated independently of these existing structures, participants
could not anchor their use and expectations in something familiar.
Where possible, future AI-mediated feedback systems should be
framed as enhancements to existing organizational feedback pro-
cesses, with organizational leaders and HR involved in introducing
and contextualizing the system.

8.3.5 Connecting to Prior AI Systems for Meetings. The organiza-
tional barriers identified in our field study likely generalize to prior
systems as well. For example, we suspect that MeetingCoach [85],
which relied on users reviewing AI-generated analytics after meet-
ings, would likely have failed in our field setting for many of the
same reasons as our system. For example, short, back-to-back meet-
ings would similarly leave little time for the reflective work required
to interpret and act on meeting analytics, just as they left little time
to reviewmeeting feedback in our case. Therefore, the recommenda-
tions we offer, such as scheduling reflection at low-pressure times,
apply equally to existing and future systems seeking to influence
meeting behavior, whether they work by encouraging exchange of
feedback or via other means.

8.4 Limitations
Our work has several limitations when interpreting our findings.

8.4.1 Specific Organizational Context. Our field study was con-
ducted within a single small consulting firm, which may have
unique organizational characteristics that do not represent broader
workplace contexts. The industry, company size, team sizes, and cul-
tural norms around feedback and meeting participation, and count-
less other factors likely played a significant part in how our system
for AI-mediated feedback was received. The consulting firm’s exist-
ing collaborative culture and relatively feedback-forward attitude
may not reflect more traditional or rigid organizational structures
where feedback exchange faces different barriers.

8.4.2 Individual and Cultural Factors May Be Important. Other
than personality, we did not systematically examine how individual
differences in communication style, cultural backgrounds, or de-
mographic factors might influence participants’ interactions with
Emily or their receptiveness to AI-mediated feedback. For example,
while our field study included participants from a loose culture
(USA) and a tight culture (India)—a difference that is known to
influence how technology mediates social connections [87]—our
interviews honed in on the organizational rather than broader cul-
tural factors that might influence use of our system. Individual and
cultural attitudes toward authority, feedback, and AI systems could
significantly impact our approach’s effectiveness and could present
new design challenges.

9 Conclusion
In this work, we presented the design and multi-stage evaluation
of an AI agent, Emily, to improve inclusion in virtual meetings via
the Induced Hypocrisy Procedure. While our system successfully
prompted behavior change in a controlled setting, it faced adoption
challenges in a real organizational context. Our work contributes a
demonstration of effective AI-mediated feedback delivery using the

Induced Hypocrisy Procedure, which can be useful for small collab-
orative groups and, with appropriate attention to organizational
factors, teams within organizations.
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