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ABSTRACT
With the growing prevalence of affective computing applications,
Automatic Emotion Recognition (AER) technologies have garnered
attention in both research and industry settings. Initially limited to
speech-based applications, AER technologies now include analysis
of facial landmarks to provide predicted probabilities of a common
subset of emotions (e.g., anger, happiness) for faces observed in
an image or video frame. In this paper, we study the relationship
between AER outputs and self-reports of affect employed by prior
work, in the context of information work at a technology company.
We compare the continuous observed emotion output from an AER
tool to discrete reported affect obtained via a one-day combined
tool-use and diary study (N = 15). We provide empirical evidence
showing that these signals do not completely align, and find that
using additional workplace context only improves alignment up to
58.6%. These results suggest affect must be studied in the context it
is being expressed, and observed emotion signal should not replace
internal reported affect for affective computing applications.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
User studies; Walkthrough evaluations.
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1 INTRODUCTION
With affective computing applications on the rise, the use of Auto-
matic Emotion Recognition (AER) tools—a form of AI technology
used for observing people and their behavior in computational set-
tings [81, 91, 123]—has become commonplace. AER tools have been
applied in many contexts: to support learning via real-time moni-
toring of emotion, motivation and performance [137]; for diagnosis
and treatment of emotionally-influenced diseases, and in tele-home
healthcare systems [78, 126]; to support emotional development and
socialization in children with autism [93]; to help people monitor
or reflect on their emotions [77, 90, 140] and provide mood-based
recommendations [130]; and to enable several other affect-oriented
applications [118]. While AER technology initially used speech or
text-based data, a facial analysis-based approach is thought to be
a new frontier for obtaining continuous affect signals that can be
applied in affective computing settings [12, 51]. However, before it
can be used in real-world applications, it is important to understand
how reliable AER technology is, to ensure that it is used responsibly
and not assumed to be more accurate than it is.

Facial analysis-based AER technology uses facial shape and ap-
pearance in images or video frames to predict emotions expressed
on faces [24, 121]. Recent work has critiqued this technology as
following the common view of facial expressions, which assumes
that “each emotion category is consistently and uniquely expressed
with its own distinctive configuration of facial movements, which
therefore can be used to diagnose its presence” [3]. This does not
account for variability in emotion expression and perception, which
are essential to the development and use of AER technology. As
such, AER technology is applied without testing it in context. That
is, without accounting for variation in either internal (e.g., history
or current state, specific to an individual) or external (e.g., physi-
cal and temporal aspects of an individual’s surroundings) context.
Applying technology in this way is both negligent and unethical.

Our goal is to study the signals from AER technology within a
specific external context—the workplace—to observe their ability to
consistently label facial configurations. The workplace is a promi-
nent application space for affective computing: information work
is riddled with distractions that lead to stressful and unproductive
work practices [58]; finding ways to keep information workers
happy at work is key to unlocking productivity gains and overall
well-being [47, 49, 67]. With the growing pressure remote work
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is placing on people’s wellbeing [57, 127], the need and opportu-
nities for affective computing have become even more prominent.
At the individual level, affective computing can support personal
mood and goal tacking [89]. At the group level, AER used with
people’s consent and in aggregate formats can be applied as a feed-
back mechanism in, for example, remote presentations, to support
more equitable turn-taking, and collaboration in team meetings,
etc. [96, 111]. At the organization level, understanding individuals’
job-related stress and factors causing this stress can provide a nec-
essary picture of how organization level stressors can be measured,
and subsequently addressed [135]. Typically, in workplace settings,
self-reports are the most commonly used approach for collecting
subjective perceptions of affect. However, self-reports place a high
burden on people and become infeasible to collect in most real-
world long-term applications (outside of a research study), because
people simply do not have the time to report how they feel on
a regular basis. Moreover, self-reports can be riddled with biases
of their own: relying entirely on them assumes that people can
consistently and accurately report their internal feelings.

In this paper, we use the signal from an existing, state-of-the-art
AER tool (observed emotion) and the signal from self-reports (re-
ported affect) to provide a comparison between these two current
ways of perceiving affective states. In prior work, affective states are
usually tracked via self-reports that use, for example, the PANAS
scale [134] to establish people’s feelings (e.g., [83]). This is both
cumbersome and not a continuous signal, thus paving the way for
applying AER tools as an alternative. To evaluate the use of AER
technology in the workplace, we present results from a day-long
combined tool-use and diary study (N = 15, total 104 hours of tool
data, 331 diary entries). We observed people’s emotion and work-
place context for a day using an existing AER and context logging
tool. Participants maintained a diary for the same day to provide
subjective labels of affect and productivity, in 30-minute intervals
throughout the day. We also conducted follow-up interviews with
the participants to help us understand their internal context and
qualify the nuanced differences between the two data sources. In
light of no existing objective ground truth mechanism, a compara-
tive approach such as ours is common for establishing convergent
or discriminant validity among different signals (e.g., prior work in
predicting mental health states using data from online communities
takes a similar approach [9, 32]).

Our results show that outputs from the AER and context log-
ging tool that represent the dominant emotion for a timeframe
cannot successfully capture people’s emotions in the workplace.
The external workplace context is an important differentiator be-
tween the training datasets used for AER technology (which are
comprised of posed expressions captured in in-person settings) and
people’s lack of outward emotional expression in front of a com-
puter screen in the workplace. We show that people have unique
profiles for dominant observed emotions—a common metric used
in prior work that predicts an emotion label for a timeframe based
on the emotion with the highest magnitude throughout that time-
frame. Similar unique profiles exist when we calculate the valence
of reported affect, but these two types of affect profiles do not align
well (35.4% match). We introduce two new metrics to reflect a dif-
ferent type of observed emotion profile: emotion spikes—emotion

labels that differ from their expected mean—and baseline emotions—
the most prevalent emotion labels throughout a given timeframe.
We find that an observed emotion profile based on these two met-
rics is better aligned with reported affect in the workplace (58.6%
match), but only after including several contextual factors about
the participants’ task profiles and workplace activity. We discuss
the implications of misalignment between these two affect signals
for future applications of AER tools. Particularly for the workplace
context, we discuss whether alignment between AER and people’s
true internal affective states can—or even should—be a goal for
research in this space. We also highlight high-level themes from
our experience in attempting construct validity in this complex
facial expression domain. Overall, this paper contributes:

• A comprehensive study that characterizes the use of AER
technology in the workplace context,

• Two new metrics—emotion spikes and baseline emotions—
that better represent observed emotion in the workplace
context compared to the commonly used metric that relies
on dominant emotions.

• A characterization of the magnitude and type of misalign-
ment between observed emotion and reported affect, two
prominent signals for ascertaining people’s affective states.

• A discussion of construct validity in the facial expression
domain.

2 RELATEDWORK
2.1 Facial Expressions and Emotion
As early as two millennia ago scientists and philosophers proposed
the notion that faces communicated consistent information about
a person’s state [33]. Darwin’s book on “The expression of the
emotions in man and animals" [19] further established this idea.
By the 1960s, psychologists began rigorously validating these hy-
potheses and found empirical evidence that people across cultures
interpreted facial muscle configurations similarly for a set of “basic”
emotions [30, 59]. These seven emotions—anger, contempt, disgust,
fear, happiness, sadness, and surprise—were termed “basic” because:
(1) they had distinctive states such that they could be differentiated
from one another, and (2) their biological contribution included
shaping both unique and common physical features that these emo-
tions displayed, and their functional role in evolution [28]. Tracy
and Randles provide an overview of the four models of basic emo-
tions, noting similarities and discrepancies in which emotions are
considered basic in various models [131]. Ekman’s model is the
most commonly used [27], especially given the use of the seven
emotions mentioned above for mapping to the corresponding facial
movements in the Facial Action Coding System (FACS) [29, 38].

These studies conducted by psychologists have been used as
evidence of the universality thesis by some researchers [88, 103]
and hotly contested by others [3, 34, 108]. Over the past 30 years,
whether it has been proven that expressions of emotions are indeed
universal has been a source of considerable debate [3, 34, 40, 60, 108],
with some arguing that these cross-cultural studies had method-
ological flaws. As Kappas states in his critique of this presumed
universality, “any demonstration of the non-exclusiveness of this
relationship [between facial expressions and universal emotions] is
sufficient to cast doubt on the immediate diagnostic value of facial
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actions as indicators of affective state” [64]. With several studies
calling this universality into question, other models of emotion
have garnered some attention: (1) the appraisal view, wherein affect
is modeled after individual goals and needs, and assigned subjective
metrics and values; and (2) the dimensional view, where affect is
treated as a consequence of the neurophysiological system [20, 107],
most commonly combined dimensions being that of valence (posi-
tive or negative) and activation or arousal [8]. While these models
are helpful, adopting them for applications is challenging due to
their high-level treatment of affect [64]. As such, Ekman and oth-
ers have backed the basic view of emotions—particularly in the
context of understanding emotions for applications (e.g., affective
computing)—with a simple observation: universality is not a neces-
sary condition; it is undeniable that facial expressions contain rich
information about a person’s affective state.

2.1.1 Deliberate vs. Spontaneous Emotion Expression. One common
differentiation made in determining emotion from facial expres-
sions is grounded in whether the expression was deliberate (i.e.,
posed or made with a certain circumstance in mind, such as inter-
personal regulation) or spontaneous (i.e., unmodulated and elicited
without conscious thought) [26]. This question is has been preva-
lent for expressions of positive emotions in particular: Frank et
al. [37], Ekman [28], and several others (e.g., [54]) acknowledge
this difference as the Duchenne smile (spontaneous) which shows
true enjoyment compared to a fabricated, social (deliberate) smile.
Research (e.g., [72, 125]) has shown that these smiles can also be
distinguished by people. More recently, Namba et al. found that
other emotions such as amusement, disgust, sadness, and surprise,
can also be differentiated by people into the “shown” and “felt”
expressions of these emotions [97].

As emotion recognition technology becomes a reality, deliber-
ate vs. spontaneous emotion expression is critical in two ways.
First, there is the consideration of whether technology can distin-
guish between these two types of expressions. There have been
some successful attempts with training automated approaches us-
ing temporal factors (e.g., onset and offset duration [13]), lip corner
movement speed and magnitude [117], brow actions (e.g., their
velocity, duration, and order of occurrence [132]), a combination of
these [22], and even including contextual factors based on optical
flow over the face for a period of time [55]. Perusquía-Hernández
provides an overview of automated techniques that rely on hu-
man annotation, bio-signals, and sensors [105]. Second, there is the
question of how deliberate and spontaneous expressions could lead
to varying outputs when used for training emotion recognition
technology [5, 87]. Studies conducted by Cordaro et al. [14], Elfen-
bein [31], Durán et al. [25], and others, and their comprehensive
review by Barrett et al. [3] provide empirical evidence that deliber-
ate vs. spontaneous emotion expressions lead to different outcomes.
There is consensus that this affects AER, but characterizing exactly
how that happens and how it changes with varying contexts (e.g.,
face-to-face, workplace, etc.) is an important open question.

2.1.2 Gender Differences in Emotion Expression. Dating back to the
theories of construction of family roles, men and women were con-
sidered to have different facial expressions and emoting capabilities.
Parson et al.’s famous theory on family roles [104] cites women as

the “expressive experts,” and men as the “instrumental experts,” not-
ing women’s supposed ability to emote and empathize better than
men [74, 120]. Women tend to perform better than men in match-
ing people’s facial expressions to how they are feeling [52, 128].
Studies have also shown differences in how men and women emote,
captured via facial expressions, in response to the same stimuli,
even when they perceived the stimuli similarly [23, 52]. In general,
self-report and observational studies have found that women smile
more and express more positive valence emotions, whereas men
show more anger and aggression [7, 35]. We compare to these gen-
der differences using data from our participants, but note a critique
of this prior research that it does not include emotion profiles for
the broader spectrum of gender identities [68]. Our participant pool
is similarly divided into men and women (self-reported, open-text
response); we note this as a limitation.

2.2 Automated Emotion Recognition
Advances in facial detection and analysis have enabled technologies
that leverage computer vision to detect prototypical expressions
of the basic emotions (joy, anger, fear, sadness, surprise, disgust,
contempt) from images [4, 92], and these give us useful signals,
especially when tracked longitudinally. Recent multimodal affect
sensing technologies rely on video and audio signals instead of
wearable sensors. Tools that use computer vision typically apply
them for facial detection and 3D head position estimation, landmark
extraction, and facial expression analysis and modeling, and output
predicted probabilities for different emotions based on this data.
Examples include MultiSense, which analyzes people’s affect and
non-verbal cues (via audio and video signals) for assisting in mental
health settings [123], and Mansoorizadeh and Charkari’s approach
that uses multimodal information fusion of several facial signals to
recognize emotions [81]. D’Mello and Kory [24] and, more recently,
Soleymani et al. [121] provide a comprehensive survey of existing
tools and technologies for affect sensing.

2.2.1 Critiques of Existing Automated Approaches. Durán et al. pro-
vide an extensive meta-review of the psychology research on coher-
ence between emotions and facial expressions (see also Section 2.1
above), to test “the implicit assumption that facial expressions co-
occur with emotions” [25]. Their review shows that there is low
coherence between the two. Building on that, Barrett et al. critique
AER technology because of its reliance on a common view of facial
expression [3]. Barrett et al. provide a comprehensive review of
existing work on emotion expression and perception—evidence
from cross-cultural studies of healthy adults, newborns and young
children, and people who are congenitally blind—to conclude that
the common view of facial expression does not account for the
contextual and variable nature of facial expressions. Thus, both
Durán et al. and Barrett et al. provide evidence for the problematic
reverse inference applied in AER technology: while facial configu-
rations can be captured reasonably well, there is no reliable way of
predicting emotions from these facial configurations.

Barrett et al. propose four metrics for evaluating AER technology
that must be met before this technology can be used widely: relia-
bility, specificity, generalizability, and validity. Using evidence from
cross-cultural studies of healthy adults, infants, and children, and
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studies of congenitally blind individuals, they show that AER tech-
nology currently has limited reliability (the same emotion cannot
be reliably expressed or perceived from a set of facial landmarks), a
lack of specificity (no one-to-one mapping between facial configu-
rations and emotion categories), limited generalizability (there have
been no contextual or cross-cultural studies evaluating this technol-
ogy), and as a result, limited validity [3]. Samadiani et al. provide
guidance for why AER technology fails on these metrics: variation
in illumination levels which affects the accuracy of extracting facial
features, head post, and subject dependence [110].

In our work, we seek to study AER technology in a contextual
setting, thus following the research guidelines from Barrett et al.’s
review [3]. By studying AER technology in a constrained external
context—workplace—and capturing nuanced internal context—by
asking participants to maintain diaries and conducting follow-up
interviews—we hope to provide a comprehensive evaluation of AER
technology in a particular setting.

2.3 Understanding User Affect In Situ
2.3.1 Affect Signals in the Workplace. Affect recognition has come
a long way from categorization into basic emotions based on posed
data acquired in lab settings [1] to understanding affect in situ
using a combination of subtle context-specific factors (e.g., head
shakes and shoulder movements) along with recorded facial expres-
sions [98]. Müller and Fritz establish another important relationship
that is associated with affect, that of emotion with task progress,
for software developers [95]. This understanding of affect and how
it changes based on signals from various sensor data has enabled
multiple productivity-centric applications around affective states.
For example, AffectAura [90] uses a multimodal desktop-based
and body-worn sensor setup to predict the valence, arousal, and
engagement components of affect state for people, so that they
can reflect on their days from an affective perspective. Similarly,
MoodWings [80] captures affect states from sensors when people
are stressed, and uses physical interfaces (wings) to warn them
of their stress levels and helps them moderate. Kapoor and Pi-
card [63] use a multi-sensor affect recognition system that relies on
facial expressions and postural shifts to understand and improve
computer-based learning environments for students.

2.3.2 Benefits of Understanding Affect in theWorkplace. The consid-
eration of well-being in the workplace has received special attention
in the literature on Organizational Science, leading to research areas
like positive organizational scholarship [11] and behavior [79]. Prior
work on organizational behavior has found that a happy disposition
at work leads to more productive outcomes, measured via perfor-
mance ratings [49, 136] or through cognitive judgements captured
via ratings [36, 73]. This “happy-productive worker” hypothesis
was corroborated for information workers by [21, 47, 82, 102], show-
ing that despite fragmented work, software developers can solve
analytical problems and resolve issues tracked on open repositories
in shorter timeframes when they feel positive about work. To that
end, applications designed for well-being in the workplace often
rely on self-reported affect values via the Positive and Negative
Affect Scale (e.g., [83, 85, 86]) and time spent on task or number of
errors for task performance [2].

Affective data has been incorporated in to provide feedback
to meeting attendees [112, 113] and in presentation software to
highlight audience reactions [96]. These studies have shown that
carefully designed affective feedback, measured using automated
tools, can help improve remote communication and collaboration.
With the opportunity for continuous affect signal provided by AER
technology, workplace applications that rely on this technology
are on the rise. Before that can happen at a large scale, we seek
to evaluate this technology in a contextual way. We thus examine
data from AER technology embedded in a multimodal emotion and
context logging tool [92], along with affect values from people in a
diary study, to compare the two sources and test the feasibility of
using AER tools in workplace affect and productivity applications.

3 STUDY DESIGN
We conducted a combined tool-use and diary study to understand
how affect manifests during a regular workday as information work-
ers go through their daily tasks on a computer. Our goal was to
compare these two sources of affect data to investigate whether
AER produces measurements that are consistent with the partic-
ipants subjective experience and to test the feasibility of using
facial expression prediction for continually monitoring affect in the
workplace. We compare two types of data around how people feel:

Observed Emotions: External emotion labels predicted by an
Automatic Emotion Recognition (AER) tool [92] based on the facial
landmarks observed for a person; recorded every microsecond.

Reported Affect: Internal, self-reported overall feeling, recorded
by participants in their diaries, every 30 minutes.

3.1 Study Participants
The combined tool-use and diary study enables an understanding
of how the observed emotion data compares to the reported affect
data, and how affect manifests around different types of work-
place activities. We recruited 15 participants (9 women, 6 men;
self-reported gender profiles) at a large technology company to
keep a diary about their workday for one day of the week when
they had 0-2 meetings. Participants had mostly research-focused
roles, ranging from researchers and developers to research interns,
whose workday largely comprised of activities carried out on a
computer. Participants installed an existing, state-of-the-art AER
and context logging tool developed by McDuff et al. [92] on their
workstation desktops1. They were provided a Microsoft LifeCam
HD-300 (resolution: 1280 x 720 px) for the study. These webcams
were placed on top of their computer monitor, pointing down at an
angle of ∼30 degrees, and connected to their computer via USB 2.0.
All participants had offices in the same building and thus lighting
was similar, a combination of overhead florescent lights and natu-
ral light from windows. We ensured that no participant had poor
illumination or was back-lit during the study. The cameras were
not otherwise calibrated or adjusted.

1The AER and context logging tool was only installed on peoples’ desktops. Although
some people also used laptops (e.g., during meetings away from their workstations),
these devices did not have the necessary computational power for the tool to operate
without making other applications lag. This computational power was required by the
tool to output observed emotion and context logs in real time, without storing any
audio or video data, thus making it privacy-preserving compared to other alternatives.
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The tool collected emotion and context data in the background,
while participants maintained a diary throughout the workday. All
participants were compensated with $20 lunch coupons for par-
ticipating in our study. The first author conducted an in-person
interview a day later, showing the participants their affect and activ-
ity patterns with the goal of validation and clarification of observed
data and interpretations of observed behaviors, in comparison to
their reported affect. We opted to collect data for a single day to
reduce the load on the participants to provide diary entries and
to ensure that we were getting high quality data. We also wanted
to maximize people’s recall of their internal context for the retro-
spective process of the follow-up interviews—a longer diary study
would have made this challenging. Despite our reasoning for this
setup, we acknowledge the short timeframe of our diary study as a
limitation. The study was reviewed and approved by the IRB.

3.2 AER Tool for Capturing Observed Emotion
and Context

Observed emotions were collected using an existing AER tool
developed by McDuff et al. [92]2. This tool has been deployed in
workplace settings in the past [67], and has been successfully used
in several studies that rely on AER and context data [18, 70, 89]. It
captures facial expressions and workplace context in microsecond
intervals and processes the data locally to provide emotion labels
and context logs. We selected this particular tool for our study for
three reasons: (1) it relies on state-of-the-art AER technology to
provide observed emotion labels (see visual pipeline below); (2) it
records workplace context data (e.g., mouse and keyboard usage
rates, tabs and window switches), which allowed us to study the use
of AER technology in context without additional development costs
(see context pipeline below); and (3) it is privacy-preserving in that
the observed emotion labels are computed locally in real time—no
audio or video is recorded. Below, we describe the relevant pipelines
of this tool. For more details on the design decisions behind the
various features of the tool, please refer to [92].

3.2.1 Visual Pipeline. The visual pipeline utilizes a webcam and
processes the video frames in real time. Since the signal processing
is done in real time, the tool never stores full videos or image
frames, providing the user with a greater degree of privacy. It only
stores the output values from the models that run on this data. It
detects faces within the video feed using a convolutional neural
network (CNN) detector and extracts landmark positions of key
facial features. Multiple faces (up to 5) can be detected at a time.
The tool is able to capture these signals even when someone is
also using the camera or microphone in another application (e.g.,
a video call). The distance of the user’s face from the camera is
extracted using the inter-ocular distance calculated from the facial
landmarks, and facial regions of interest are analyzed using an
emotion detection algorithm.

The emotion detector returns eight probabilities for each of the
following basic emotional expressions: anger, disgust, fear, joy, sad-
ness, surprise, contempt and neutral, with an accuracy of ∼87%. The
tool assigns a 0–1 probability value to each non-neutral emotion and
“neutral” is calculated as the (1 -

∑
(all-other-emotion-probabilities))

2We requested and obtained access to this tool for our study.

for each microsecond. This emotion detector follows the AER algo-
rithm developed by Barsoum et al. [4]. It is a deep convolutional
neural network (DCNN) architecture which uses probabilistic la-
bel drawing to output the eight emotion probabilities, based on
facial landmarks and movement captured by the tool. Ideally, AER
algorithms would be trained on ground truth emotion labels or
FACS (Facial Action Coding System) codes obtained based on facial
analysis performed by trained humans. Given the large amounts
of data to consider and the challenges of training individuals for
this task, crowd-sourced labels have been proposed as an alter-
native. These crowd-sourced labels can be understandably noisy,
given what we know about the psychology of recognizing emotions
from facial expressions (see Section 2). Barsoum et al.’s probabilis-
tic approach provides multiple labels (as relevant) for each facial
expression with the corresponding probability values. For example,
an expression can be labeled as 75% fear and 25% anger instead
of giving it one label. Given it’s high accuracy (∼87%), this AER
algorithm and DCNN architecture has been employed in several
state-of-the-art AER tools (e.g., [16, 69, 76]), including the one we
used for our study [92]. The detector used by the tool is publicly
available (EmotionAPI3), allowing other researchers to replicate
this method. For more information on the performance of the facial
expression classification, see [4].

3.2.2 Context Pipeline. The tool tracks information about open
applications and interactions with computer peripherals. It records
when an application is opened, closed, in focus (the front applica-
tion), minimized, or maximized, with the corresponding timestamp.
It also logs mouse movements and clicks, and keyboard inputs.
These actions provide a rich log of the participants activities.

3.2.3 Observed Emotion and Context Data. The tool collected a to-
tal of 104 hours of observed emotion and context data, with 7 hours
per person, on average (min=4 hrs, max=9.7 hrs). We analyzed the
continuous data by plotting the AER and context data aggregated
from microseconds to over 5-minute intervals for the entire day.
5-minute intervals were selected after a grid search ranging 1-10,
15, 20, 25, and 30 minute intervals, optimized for consistency in the
recorded emotions—the selected interval represents the average du-
ration for which emotion profiles did not change. The aggregation
function calculates the mean over every 5 minutes of data after re-
moving outliers (values that are two standard deviations away from
the mean). These outliers were rare and only present in the context
data in cases such as when a participant accidentally long-pressed
their keyboard keys because they were writing in a notebook that
was lying on top of the keyboard, or when a participant left their
desktop unlocked while at lunch with music playing on YouTube
in the background. We were able to determine that these were out-
liers based on corresponding diary entries from the time periods
in question and confirmed these instances during the follow-up
interviews. We also excluded any data recorded for additional faces
in the environment, since shared emotion observation was out of
scope for our study. This happened for 4 out of 15 participants since
they had a shared or open office space. After cleaning up the data,
we used these 5-minute aggregate observed emotion and context
values to find patterns across participants.

3Microsoft, Inc.
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Table 1: The first five entries of a diary, shared with participant consent.

3.3 Diaries for Capturing Reported Affect
and Context

The main purpose of the diaries was to record similar data as the
AER tool, but directly from people as subjective feedback. Through-
out the study day, participants recorded their overall feeling for
a given time interval along with workplace context such as task
description, urgency, the windows and applications being used, any
physical or digital breaks during that interval, other interruptions,
etc. Table 1 shows part of a diary from one of our participants,
shared with their consent. Participants were provided a diary tem-
plate and instructed to add diary entries every 30 minutes and
any time they started a new task. Given that 30 minutes is the
norm for calendar-based scheduling and task planning in corporate
workplace contexts, we believed that it would be least disruptive to
people’s work routine to maintain a diary in those intervals. We
encouraged people to think of tasks as fine-grained and note a task
switch when they started using new applications (e.g., web browser
vs. programming IDEs) or used the same applications for different
reasons (e.g., using a web browser for literature search vs. collabo-
rative writing, switching code branches for programming different
elements). Without developing a tool to support these diary reports,
there was no way for us to ensure that participants recorded all
possible task switches or made diary entries every 30 minutes. Al-
though most participants followed our instructions, we note this
as a limitation of our chosen methodology. Participants also rated
their affective state using the Positive and Negative Affect Scale
(PANAS) [134] at the beginning and the end of the day. PANAS
has been extensively used in prior work to measure affect in the
workplace (e.g., in [83–85]) and other contexts (e.g., online support
groups [50], behavior change chatbots [41], driver-vehicle inter-
faces [39]). Further, PANAS has been shown to be a reliable measure
of positive and negative affect, with people using it to report affect
in a way that is internally consistent with their mood [134].

3.3.1 Reported Affect and Context Data. We recorded 331 diary
entries in total, 22 per participant, on average (min=16, max=40).
To obtain each participant’s reported affect, we classify the valence
of the reported feeling. Valence represents whether a feeling is
positive, negative, or neutral, and helps us classify the various
terms used by our participants to express emotions into a discrete

set of categories. We code reported feelings as positive or negative
valence when they have clear indications such as feeling “good”,
“enthusiastic”, “inspired”; or “disappointed”, “irritated”, “not good.”
We also take into consideration the task and context information
from participants’ diaries when the valence of their reported feeling
is not outwardly clear. The first and last author coded all entries
with substantial agreement (inter-rater reliability of 0.77 measured
using Cohen’s Kappa); any differences were clarified via discussion.

For all participants, a majority of the PANAS items (out of 20)
were neutral (i.e., no change) between the beginning and the end
of the day. We used the non-neutral items from the PANAS data
to validate the overall valence of reported affect by checking that
the valence of the non-neutral PANAS items (positive or negative)
matched the valence from the diaries. In this way, we not only
validated that the diary entries matched the PANAS signal, but also
noted why the more granular snapshot from the diaries was needed
for reported affect: PANAS scale values alone would have presented
an overall neutral affective state than the granular reports from the
diary because the positive and negative valences counter-balanced
each other at the day-level.

3.4 Follow-up Interviews
We conducted artifact-based interviews with the participants a day
after they completed the combined tool-use and diary study. Prior
to the interview, we analyzed and created visualizations of the data
collected from the AER tool, and annotated the timestamps with
the diary entries. We superimposed people’s diary entries on output
visualizations about emotion labels, mouse and keyboard usage,
window and tab switches, and people’s distance from the screen 4.
Participants were then asked to do a retrospective walk-through of
their previous day and evaluate these visualizations based on their
recollections, as a whole. We used printouts of visualizations for
better accessibility for people.

During the interview, we focused on questions pertaining to (1)
how well the observed log data matched the reported diary data;
(2) asking for explanations where the log data and diary data were
conflicted; (3) asking for potential applications of AER tools and how
comfortable people felt with such a tool running in the background;

4An anonymized example of these visualizations is included as supplementary material
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and (4) general questions about work habits, focus, and stress, and
how these manifested for the individual. Our interviews were ∼45
minutes long, on average. While the interview protocol was semi-
structured, the authors prepared the same set of visualizations for
all interviews. All open-ended data generated from the interviews
was analyzed using inductive thematic analysis [6], by first applying
open codes followed by axial coding using affinity diagramming.

3.5 Temporal Matching of Observed Emotion
and Reported Affect for Comparison

There were two uses for temporal matching of the observed emotion
and reported affect signals: (1) for the visualizations created for the
follow-up interviews, and (2) for the direct statistical comparisons
between the two signals. For the former, we used 5-minute intervals
for plotting the AER tool data in the form of bar and line charts.
The diary entries were simply superimposed for the entire relevant
duration using brackets and text (see the anonymized example
included as supplementary material).

For the direct statistical comparisons between the AER tool (ob-
served emotion) and diary (reported affect) data, we updated both
signals to the same level of granularity using valence. The reported
affect data was already coded using valence (Section 3.3.1). For the
observed emotion data, we encoded anger, contempt, disgust, fear,
and sadness with negative valence; and happiness and surprise
with positive valence. This valence classification is pretty standard,
except for “surprise.” Prior work has shown that surprise can have
a positive or negative valence [99], depending on how a person
responds to the surprising event [27]. For the workplace context,
there has been some indication that surprise can be positive given
its link to satisfaction [122, 133]. Our follow-up interviews cor-
roborated this positive valence for surprise for our context. With
these changes, each 5-minute interval of observed emotion was
represented as positive, negative, or neutral valence. Note that we
did not have any control over the granularity of the original AER
outputs—most AER technology, including the one employed by the
tool we used for our study, follows a basic view of emotions [27]
and provides the seven basic emotions as output labels.

Once at the same level of granularity, we compared the reported
affect from diary entries for a time interval to the closest equiva-
lent 5-minute interval from the AER tool. In this way, we avoided
making assumptions about how someone reported affect beyond
the particular time instance for which it was reported. For exam-
ple, it is not necessary that someone who reported feeling happy
about their task at 9:30am felt happy for the entirety of the 9am
to 9:30am interval. As such, we compared the 9:30am diary entry
to the observed emotion aggregated over the 9:25-9:30am interval.
We used chi-squared tests for these comparisons due to the discrete
nature of the diary entries, as noted above. We also report effect
sizes using Cramer’s V, which is commonly used for contingency
tables of sizes greater than 2x2, like ours.

Of the 331 possible comparison points, there were 215 entries for
which both types of affect data were available. Although we had
asked participants to record their task progress and affective state
every 30 mins, there were some instances when they forgot to do so.
There were other times when the participants were working away
from their desktops (e.g., using their laptops at a coffee shop or in

meetings), and the AER tool was only available on their workstation
desktops. Due to these inconsistencies, there were instances for
which we only had one affect signal. All direct comparisons are
made using chi-squared tests based on the 215 entries for which
both signals were available.

4 RESULTS
Our goals for the study were three-fold. First, we wanted to evaluate
the use of AER tools within specific internal and external contexts,
per Barrett et al.’s recommendation [3]. The diary and the follow-
up interviews shed some light on people’s internal context, and
the workplace served as the external context. Second, we wanted
to characterize the two ways of capturing affective states in the
workplace: one from the AER tool and the other from self-reports.
We thus include an in-depth analysis of these signals and our pro-
cess for identifying patterns in this data. Finally, we wanted to
compare the two types of affect signals to establish convergent or
discriminant validity. Our results below are structured with these
goals in mind: qualitative evaluation of the tool by participants,
characterization of observed emotion states, characterization of re-
ported affect states, a comparison between the two signals, and our
attempts to further establish convergent or discriminant validity
by using workplace context to shape affect signals.

4.1 Qualitative Evaluation of the AER Tool
The day after the combined tool-use and diary study, we conducted
an artifact-based retrospective, semi-structured interview with par-
ticipants to go over their previous day (when the data was collected).
Of the 215 datapoints for which we had information from both the
diary and the tool, participants subjectively evaluated 183 (85%)
datapoints as being accurately characterized by the AER tool. Note
that this evaluation is based on both the emotion label assigned
to people’s facial movements by the tool, as well as the workplace
context recorded by it (e.g., mouse and keyboard usage, leaning in
towards or backing away from the screen).

According to the participants, the tool performed better than they
expected in gauging their facial movements in the workplace. Most
participants had very low expectations going into the experiment:
“I’m expecting a lot of noise in this data” (P4) and “I’m curious to see
the results...I have no idea if this will work” (P11). After seeing the
resulting visualizations from the tool superimposed with their diary
entries, participants were surprised by how well the tool was able
to perceive and label their facial movements in front of a computer
screen. However, we also consider this low expectation prior to
seeing the tool’s outputs as a caveat for contextualizing the 85%
accuracy number from subjective evaluations noted above. That is,
we cannot be sure how any bias from the tool surpassing people’s
expectations affected these evaluations. Below, we highlight some
pros and cons of the tool as mentioned by the participants.

4.1.1 High Perceived Reliability. Participants found that the tool
captured a nuanced signal, using a combination of the emotion
labels for facial movement and workplace context: “I’m surprised
by how much my diary entries match the output emotion label and
the activity monitoring” (P7). They noted that this was an important
and accurate signal, even when the tool did not have the right label
for it. As a result, they brought up opportunities for how they
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Figure 1: Dominant emotions per participant output by the AER tool. An emotion is “dominant” if it is the top predicted
emotion for the facial landmarks for a given timeframe [66]. Left: Dominant emotion profiles based on all eight emotions
shows “neutral” as the dominant emotion overwhelmingly across all participants. Using this dominant emotion output with-
out further processing does not capture the subtle emotion signals that could be extracted from the non-neutral emotions
band. In contexts where people do not naturally emote (e.g., at work, in front of a screen), capturing these subtle signals could
be critical for effective use of AER technology. Right: Dominant emotion profiles after excluding “neutral” class label.

might control the internal labeling for different facial movements:
“At least it consistently catches me yawning in front of my screen
as ‘surprise’... I wonder if you could change that encoding” (P15).

4.1.2 Low Specificity for Some Emotions. Given that the tool relied
on only eight emotion labels to characterize a facial configuration—a
common critique of AER tools [3])—there were times when it could
not distinguish between configurations that are similar across a
wide range of emotions. The tool did not have the right level of
specificity to describe these negative results. P15 explained high
levels of surprise in their data as being representative of when they
were tired: the tool recorded their tired state as “surprise,” because
the yawning expression is pretty similar to one of exaggerated
surprise (mouth wide open and eyebrows raised). Similarly, P5
noted that their data showed a lot of “anger” emotion label. They
explained this as:

“I am short, and I sit further away from my screen
than most people, because I fidget too much. So I
am always kinda looking up at my screen... like my
eyeballs are towards the top end of my eyes. I can
see why that expression looks angry. In fact, even my
friends tell me I look angry when I’m working. But,
obviously, I’m not always angry. [I’m just working.]”

4.1.3 Missing Context for Idiosyncratic Behaviors. While most peo-
ple agreed that the observed emotions detected by the AER tool
were a mostly-accurate representation of their facial expressions
as they worked, they wished that the tool could also capture the
subtleties of their work routine and adjust accordingly. For example,
when asked about the relatively high number of spikes in observed
contempt in their data, P7 noted that:

“I fidget a lot. Also every time someone walks by my
office, my glance automatically goes in that direction.
I think the logger was too sensitive to that, and maybe

that sideways, straight-faced expression is showing
up as contempt.”

4.1.4 Opportunities for Self-Tracking. Most participants noted that
seeing the output from the tool was a helpful gauge for their day,
and they would like to see it built into a personal tracking tool,
one that they controlled: “It’s weird how much these visualizations
make sense. Like, I’m weirded out by it in a good way. I want to
see more of this so I can track my own mood and goals...” (P2).
They mentioned that the tool could serve as “daily work journals
or capturing daily thoughts about my work” (P7). Of course, these
participants also noted that they would want control over their
data and not want to share it with any organization.

4.1.5 Privacy and Autonomy. When asked about the potential ap-
plications of these AER tools in the workplace, participants were
open to trying the tool, as long as they had absolute control over it:
“Honestly, I would be so worried about surveillance that I would not
download this tool unless I could ensure that the data could be ac-
cessed by me alone. I like seeing these visualizations, but I don’t like
the opportunity for surveillance if a tool like this one was mandated
by organizations” (P6). Participants also wanted autonomy over the
classification labels assigned to their facial movements. P15 noted
that “if I could just fix the label for every instance—whenever I’m
showing surprise it’s actually yawning—this works. It’s capturing
the right signal, but mislabeling it.”

4.2 Understanding Observed Emotion Labels
4.2.1 Dominant Emotions. In our analysis of the AER data, we find
that while the detected emotions change quite frequently, there
is usually a single emotion that dominates any given time frame,
which we identify as the dominant emotion. Prior work defines
“dominant emotion” as the most prominent emotion seen at a given
timeframe [15, 66]. For our 5-minute aggregation intervals for AER
labels, we identify the emotion label with the highest magnitude,
on average, over the 5-minute period as the dominant emotion.
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Figure 2: Left: The percentage of times each emotion spiked per participant (each emotion’s value is out of 100%). Right:
Normalized values per emotion for Participant 5. Baseline emotions picked as those that are prevalent throughout the day.

We calculate the number of times each emotion is dominant
throughout the day for each participant, which gives us an observed
emotion profile (see Figure 1). Figure 1-Left reveals that for all of
our participants, “neutral” is the emotion that is predicted based on
their facial landmarks throughout the day. In fact, for a majority of
the participants (11 out of 15), “neutral” is the dominant emotion
throughout the day, for all time intervals. Recall the presence of
“neutral” is effectively the absence of other non-neutral emotion
outputs given that it is calculated as such. We hypothesize that this
dominance of “neutral” is in part due to the training data used for
AER which relies on in-person, posed facial expressions ascribed
to each emotion by a selected group of people. As noted in prior
critiques of AER technology, the change in context from in-person
to workplace can affect how people emote [3, 25].

Indeed, our workplace context is a setting where people do not
naturally emote, i.e., in front of their computer screens. Our goal is
to to understand how sensitive AER is in capturing emotions in this
context. To enable this, we look for changes in the dominant emo-
tion profiles after excluding the emotion label “neutral.” The AER
outputs are obtained at the microsecond level and then aggregated
by us at 5-minute intervals. Imagine a 5-minute interval during
which neutral is primarily the emotion recorded, with a couple of
microseconds of anger, followed by surprise and happiness. If we
were to simply aggregate the AER output based on the dominant
emotion, we would register this entire interval as “neutral”. By ex-
cluding the overwhelming presence of the “neutral” emotion label,
we are able to observe dominant emotion profiles that highlight
the subtle micro-expressions of emotions we might have missed
because they are overshadowed by “neutral.”

Figure 1-Right presents the dominant emotion profiles for all
participants after excluding “neutral,” allowing us to see more nu-
anced and unique emotion profiles. Despite the unique distribution
of dominant emotions per participant, we find some commonal-
ities: (1) emotions with a negative valence (i.e., anger, contempt,
disgust, fear, and sadness) appear to be dominant more often than
emotions with a positive valence (i.e., happiness and surprise); and
(2) most people exhibit anger, happiness, sadness, and surprise as
their dominant emotion at least once during the day.

Clustering participants by gender, we find that women exhibit
what the tool classifies as sadness as the most dominant emotion,
whereas for men it’s a combination of positive and negative emo-
tions including anger, sadness, happiness, and surprise. We choose
only these two gender groups for comparison given our partici-
pants’ self-reported gender identification on an open-text response.
Figure 1 also shows the dominant emotion profiles for the average
female and male in our participant pool. Finding that men express
more anger than women is consistent with prior socio-cultural
work [7, 35]. However, women expressing a greater proportion of
sadness than men comes as a surprise: prior work finds women to
display more positive emotions than men [7]. We consider this in
more detail in the upcoming subsections.

4.2.2 Emotion Spikes. While dominant emotion as a metric high-
lights the most prominent emotions exhibited by our participants
that are recorded by the AER tool, it overlooks the sensitivity of
emotions that might not be the most prominent but show higher
values than their usual baseline. For example, contempt and disgust
are rarely observed as dominant emotions, but this does not mean
that their magnitudes are meaningless. If we normalize and plot
each emotion per day, we can identify “spikes” in even uncommon
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emotions: times when their values were higher during the day, cal-
culated relative to their mean value. We confirm that these spikes
in emotions are not random noise by only including emotions if
their magnitude is ≥ 0.20 on a scale of 0–1, same as the probability
value for each emotion. Our threshold value of 0.20 was selected
based on a grid search, optimizing on a good signal-to-noise ratio,
and was validated with feedback from the interviews.

Analyzing data on emotion spikes per participant (Figure 2),
we find that, once again, people have fairly unique profiles. Even
though sadness was the most dominant emotion on average for
women, and happiness was one of the dominant emotions for men,
women have more spikes for happiness throughout the day than
men. Women also tend to display overall more spikes in various
emotions. Calculating the percentage of times each emotion spikes
during the day per participant, we see that women show more emo-
tion spikes throughout the day as compared to men (average values
for all emotions except for fear are equal or higher for women).

4.2.3 Baseline Emotions. So far, we have seen conflicting results
from dominant and spiking emotions: happiness is a dominant emo-
tion for men instead of women, but women have higher percentages
of happiness spikes throughout their day than men.We hypothesize
that this is due to sadness being a baseline observed emotion for
women, i.e., women tend to exhibit more expressions of what the
tool identifies as sadness when working on a computer. To corrobo-
rate this, we calculate “baseline emotions” for all participants: any
emotion that is observed at a non-zero magnitude for 90% of the
day is tagged as a baseline emotion. These are different from both
dominant emotions (the emotions with the highest magnitude in
a given timeframe) and emotion spikes (the emotions that have a
value higher than their mean in a given timeframe). From this point
forward, we study the observed emotion profile for emotion spikes
after removing any baseline emotions from it.

Indeed, we find that all women participants have sadness as
one of their baseline emotions, whereas most men do not. While
before, our results for women conflicted with prior work, after
processing this emotion data using spiking and baseline emotions,
the results are now consistent with a large body of prior literature
on gender differences in the baserate expression of emotions [7, 75].
It is extremely encouraging that we canmeasure these differences in
situ, and this is the first longitudinal evidence to support psychology
theories of gender differences in the workplace context.

4.2.4 Summary of Observed Emotion. Overall, we see different
patterns across participants for our various metrics. Dominant emo-
tions represent the most prominent emotion label predicted for
a participant’s facial expressions for a given timeframe; emotion
spikes reflect more sensitive and subtle emotion patterns, when
an emotion is present more than its expected value; and baseline
emotions represent the most common emotion labels predicted for
an individual, prevalent throughout the day. While prior work only
uses dominant emotion to describe people’s affective state, we find
that using dominant emotions (after removing “neutral”), emotion
spikes, and baseline emotions is necessary to adequately capture
observed emotion. If we were to only use the signal from dominant
emotions, affective computing applications would not register any
differences in people’s affective states in the workplace. Addition-
ally, with our new metrics (emotion spikes and baseline emotions),

Figure 3: Reported affect from people’s diaries, categorized
as having positive, neutral, or negative valence.

we see consistency in our work and psychology studies of emotion
baserates for different genders. We hypothesize that the workplace
setting is the key differentiator: while dominant emotions alone
might explain people’s affective states in face-to-face interaction,
the other metrics capture emotion in a context where people are
not naturally expressive (here, in front of a computer screen).

4.3 Understanding Reported Affect States
We now look at self-reported affect values recorded by participants
in their diaries (Table 1). The valence of the reported affect values
(Figure 3) shows quite different patterns from those of dominant
observed emotions seen above (comparing Figures 1 and 3). Con-
trary to the dominant emotion numbers, we find our reported affect
sample to have more distributed valence, i.e., a balance of positive,
negative, and neutral affect during their day, with no valence be-
ing significantly more present than others. These results are more
aligned with the emotion spikes data obtained using the AER tool
which shows a more subtle profile of emotions throughout the day
(Figure 2). Once again, this corroborates our claim that emotion
spikes and baseline emotions represent user affect via observed
emotion labels more accurately than dominant emotions.

4.4 Comparing Observed Emotion and
Reported Affect

So far, we have used descriptive statistics to identify patterns in ob-
served emotions (dominant, spiking, and baseline) and self-reported
user affect. Next, we compare dominant emotions and emotion
spikes (after removing baseline emotions) with reported affect.

4.4.1 Dominant Observed Emotion vs. Reported Affect. A chi-square
test between dominant observed emotions and reported affect
shows significant difference between the valence of each (χ2(2,
N=215) = 192.78, p << 0.0001, V = 0.47). This means that the
observed emotion measured via the dominant emotion metric does
not correspond well with the reported affect. We find the accuracy—
calculated as the number of data points that have the same valence
for dominant emotion and reported affect—to be 35.4%; Table 2-Left
shows the distribution of classifications for each valence category.
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Table 2: Classification values for valence of observed emotion (AER tool) and reported affect (diary). Left: Contingency matrix
that uses dominant emotions, Right: Contingency matrix that uses emotion spikes (without baseline emotions).

The biggest error categories are when positive valence reported
affect from the diary is classified as neutral or negative by the AER
tool (Table 2-Left). This class of error is not surprising given our
knowledge of dominant emotions, which tend to be negative (Fig-
ure 1), and thus would lead to most classifications being negative.
When going over their diary and log data during the follow-up in-
terview, this was a common type of error corrected by participants.

4.4.2 Observed Emotion Spikes vs. Reported Affect. Evenwhen com-
paring data from emotion spikes (after removing baseline emotions),
the chi-squared numbers continue to show significant difference
(χ2(2, N=215) = 75.58, p << 0.0001, V = 0.30) and the accuracy re-
mains low (36.3%). It is important to note here that the value of the
χ2 statistic does improve: the new value is 75.58 compared to 192.78
before. Lower χ2 statistic values indicate a reduced gap between
the observed and the expected values, thus tending towards more
alignment in this case. Analyzing the type of errors, we find that
while neutral and positive valence of affect showed improvement,
negative valence classifications got worse (Table 2-Right).

4.4.3 Summary of Comparison. Our results indicate that neither
dominant nor spiking emotions perform well in terms of alignment
with self-reported affect data from people’s diaries, despite the fact
that the AER tool we used is considered state-of-the-art in its ability
to classify emotion. However, we cannot study workplace affect in
isolation: people’s affective states at work are greatly influenced
by their context [49]. The AER tool records rich workplace context
data; next, we look at how this might be incorporated to better
understand and potentially align these signals. We do so to assess
if it is possible to achieve convergent validity among these signals.

4.5 Factoring Workplace Context into
Observed Emotion Profiles

We update people’s observed emotion profiles using workplace
context captured by the AER tool for two reasons. First, from the
diary entries, we observed that people’s tasks and workplace activ-
ity are related to their affective state. Participants often recorded
the same emotion for different activities or different emotions for
similar activities. For example, one of the tasks P13 noted in her
diary was “get agent features from Q-learning,” and mentioned
“feeling good” about it at 3pm, but after working on it for a while,
at 3:45pm, noted that she was “feeling eh, this is slow and tiring.”
Second, from people’s subjective evaluations of the AER tool dur-
ing the follow-up interviews, we noted that a majority of them
considered the workplace context captured by AER tool to be a
good reflection on the tasks they were doing throughout the day.

For example, P9 indicated that the workplace activity data from the
AER tool accurately represented their to-do list for the day: “I could
tell you my to-dos from yesterday from just looking at the activity
data [mouse and keyboard activity rates]—that’s kinda amazing. I
guess I didn’t expect it would be so accurate.”

The AER and context tool logs workplace context data in the
background, including mouse and keyboard activity (not recording
exact key strokes or what was clicked, just the number), number of
active windows and tabs (no titles recorded to preserve privacy),
distance from screen, and eye movement. We use this additional
context to define an active state, when mouse or keyboard activity
is high (i.e., someone is actively writing) and distance from screen is
low (leaning in). The thresholds for these states were determined on
an individual basis: when the usage rates for mouse and keyboard,
tab and window switches, etc., were higher than the daily average;
when the distance from the screen was lower than the daily average.
From our observations on baseline emotions and from follow-up
interviews with people, we know that the AER tool assigns negative
emotions for most people when they are deeply engaged in a task,
even though, in practice, these states are considered positive by
people. We use this knowledge to update the valence of dominant
and spiked emotions to be positive when we observe negative or
neutral emotion while being in an active state (this is effectively
similar to coding “determined” as positive in the diary entries).

Using this new valence that takes workplace context into consid-
eration, we are able to achieve 58.6% accuracy in aligned classifica-
tions between spiked emotions (− baseline emotions + activity) and
reported affect from the diaries (22.3% absolute and 61.5% relative
improvement in accuracy). Figure 4 shows participants’ valence
profiles based on this updated emotion spikes data from the AER
tool and the reported affect data from the diaries, using only the 215
data points for which both types of affect data is available. The two
sources are visibly more aligned for a majority of the participants,
and a chi-squared test reveals the same. We find no significant dif-
ference between the two sources of valence (χ2(2, N=215) = 1.86,
p = 0.39, V = 0.05), but note some remaining sources of error in
the updated contingency matrix (Table 3-Right). Compared to be-
fore, the inclusion of workplace activity data improves the positive
and negative classifications made by the AER tool—only 8 positive
and 7 negative reported affect time intervals are classified with the
opposite valence by the AER tool. However, there is an increased
misalignment for neutral valence. We note that the workplace ac-
tivity data adds a positive bias to the neutral classifications (28
compared to 11 before). This is not unexpected given the way in
which workplace activity is incorporated. For dominant emotions,
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Figure 4: Emotion valence profiles for all participants using the 215 data points for which both types of affect data is available.
Left: Valence profile based on the best performing observed emotion and context data from AER tool, i.e., emotion spikes (−
baseline emotions + activity data). Right: Valence profile using reported affect from diaries.

Table 3: Classification values for valence of observed emotion (AER tool) and reported affect (diary), updated using workplace
activity data. Left: Updated contingency matrix that uses dominant emotions (+ activity data). Right: Updated contingency
matrix that uses spiked emotions (− baseline emotions + activity data).

the activity-based change in valence decreases the accuracy of clas-
sifications to 30.2%, thus increasing misalignment (Table 3-Left). A
chi-square test continues to show significant differences between
the valence of dominant emotions (+ activity) and reported affect
(χ2(2, N=215) = 20.44, p << 0.0001, V = 0.15).

Overall, emotion spikes continue to perform better than domi-
nant emotions in representing people’s affective states in the work-
place: the former shows 28.4% absolute and 94% relative improve-
ment when compared to dominant emotions (+ activity). Hypoth-
esizing about the underlying reason for these comparison statis-
tics, we believe that emotion spikes are a better representation of
observed emotion to align with self-report data. Emotion spikes
capture the sensitivity of emotion categories, i.e., when an emo-
tion is not dominant throughout, but shows an increased presence
compared to its usual baseline. At the heart of it, reported affect
represents a similar affect profile: people naturally remember the
emotions that represent the highlights of a time interval and note
these in their diaries. These “spotlight moments” appear to be better
aligned with emotion spikes, at least in our results. We hope future
work can further disentangle the relationships between these affect
profiles derived using various metrics.

4.6 Summary of Results
Our study of observed emotions from an AER and context logging
tool and reported affect from self-reports in a diary revealed two
key aspects of capturing affect in the workplace. First, we identified
a need for updating the existing dominant emotion metric used to
capture emotion labels from AER tools, and suggested two new
metrics for capturing observed emotion specifically for the work-
place context: emotion spikes and baseline emotions. Dominant
emotions do not reflect the subtleties of emotion expression in a set-
ting where people do not naturally emote (here, in front of a screen).
The new metrics suggested based on our study were more effective
in capturing observed emotion in the workplace. Second, a compar-
ison between the two sources of affect reveals misalignment to be
a significant issue. While this misalignment is improved when we
include workplace context to update the observed emotion signals,
the maximum alignment we achieve is 58.6%. Once again, observed
emotion data from emotion spikes (without baseline emotions, with
workplace context) is a better signal than dominant emotions, but
the continued misalignment must be taken into consideration as
we think about applying these AER tools to obtain a continuous
signal for affective computing applications.
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5 DISCUSSION AND FUTUREWORK
The heart of affective computing is the intersection of human emo-
tions with common computing tasks. Given how personal emotions
can be to people, especially in workplaces where they may feel
vulnerable, it is important that our measurement and treatment
of affect be precise. If AER tool outputs were to be used without
further processing, we would not capture any useful emotion signal
for the workplace, as seen in our results for dominant emotions.
Our new metrics for observed emotion allow for a more nuanced
comparison between the two signals we study, though these metrics
continue to be somewhat misaligned with self-reported affect. Next,
we discuss potential sources for this mismatch between observed
emotion and reported affect, the impact of this mismatch on the fea-
sibility of using AER tools in practice, and describe the challenges
of construct validity for workplace affect profiles.

5.1 Observed Emotion and Reported Affect
are Different Signals

We hypothesize two potential reasons for the mismatch between
our two affect signals: (1) external emotion labels and internal self-
reports are shaped by context in different ways—on the surface,
they appear misaligned, even though they are being influenced
by the same context; (2) differences occur because general facial
expression models are not appropriate for all interaction contexts—
talking face-to-face with a person yields different facial expressions
than when working in front of a computer screen (as anticipated
by [3, 64] and others). Models evaluated for face-to-face interaction
may not transfer to the nuances of a new setting, and workplace
has an abundance of these.

With our combined tool-use and diary study followed by inter-
views, conducted in a constrained workplace context, we show
concrete evidence for Barrett et al.’s claim: you cannot evaluate
AER technology in isolation [3]. We also further qualify this claim:
instead of trying to align these automated and self-reported affect
signals, we propose thinking of them as different signals. Observed
emotions are likely capturing the expression people project, and
this projection is shaped by different external contexts (e.g., looking
at a screen at work). Thus, observed emotions represent, to some
capacity, the affect profile based on external contexts (i.e., physical
and temporal aspects of an individual’s surroundings). Reported
affect, on the other hand, reflects how people are internally feeling,
and thus represents, to some capacity, the affect profile based on
internal contexts (i.e., history or current state, specific to an individ-
ual). Given this framework of interpretation for these signals, we
can confidently say that: (1) affect must be studied in the context it
is being expressed, and (2) neither signal should replace the other
for affective computing applications.

5.2 The Challenge of Reverse Inference in
Emotion Expression

Supporting prior work’s critiques, our study shows concrete evi-
dence of a lack of one-to-one mapping between facial expressions
and emotions labels, in this new workplace context. Even if facial
movement can be reliably and specifically captured, it is the reverse
inference to an emotion expression that is problematic. Indeed, both
emotion expression and emotion perception are contextual tasks,

dependent on the person, the setting, temporal aspects, etc. [3, 8, 64].
We observed similar challenges in our study of AER technology:
while the tool captured important and nuanced signals, it consis-
tently mislabeled some of the facial movements (e.g., yawning was
labeled as “surprise” for P15). Though this mislabeling is prob-
lematic, the consistency with which it occurred within a particular
context indicates that there are opportunities for obtaining accurate
emotion labels for these facial movements. One of our participants
suggested that they might want to personalize their emotion labels
anyway—this could help correct the labels and provide personal-
ized, contextual emotion expression labeling that would resolve
some of the critiques raised by prior work. Our hope is that future
work will conduct contextual studies similar to ours to verify the
reliability and specificity of AER technology before they are used
in real-world applications.

5.3 Reported Affect Is Not the Ground Truth
Attempting to align observed emotion from AER tools to self-
reported affect might suggest that reported affect is the ground
truth, but that would be an unfair assessment. People are also biased
in providing data about their feelings: when asked about several
surprise spikes in their data at the end of the day, P12 mentioned
that they “found this really awesome paper in my lit search that was
so applicable to my work, I was like holy shit this changes everything!
I totally forgot that I found that paper by the way, so thanks for the
reminder. Of course also forgot to note it [in the diary]. Whoops!”.
Similarly, P13 had happiness spikes right after a meeting, which we
assumed were from checking social media, but: “On most days that
might have been a yes, but yesterday I just had an awesome meeting
and I remember being very happy after it. I guess I forgot to note that
for that diary interval.” Not only can people be inconsistent in their
reporting, they also sometimes find it hard to describe how they
are feeling. Given these idiosyncrasies and biases in self-reported
affect, we should not think of it as the ground truth, but rather, a
behavioral signal for people’s affect. Prior work also suggests this
as the most reasonable use of self-reported signals [48, 141].

5.4 Designing Adequate Measures of Affect
Given the uniquely different benefits and challenges of recording
and using observed emotion and reported affect signals, finding
perfect alignment between the two should not be the goal. AER
technology and self-reports both capture important contextual in-
formation and have different advantages. AER technology is able to
consistently capture facial landmarks, even if it cannot yet assign
accurate emotional inferences to the different facial configurations
that are captured. It provides a continuous affect signal; does not
require constant, direct input from users; and can be applied at
a large scale. Self-reports of affect can be more representative of
how people feel at discrete moments. Instead of replacing either,
we propose evaluating whether the varied affect signals are cap-
turing useful information and, if so, designing ways to combine
these to create a more representative affect profile. HCI research
has shown evidence of successful implementations of this approach
in the form of mixed-initiative interfaces [56]: when the goals and
needs of users are uncertain or hard to capture, we can design
opportunities for users and automated approaches to collaborate
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for better outcomes. This type of conditional delegation has shown
some success for content moderation [10] and fake speech detec-
tion [114], both of which are domains with similar challenges of
ground truth. A similar approach for affect signals could be de-
signed by asking people for periodic feedback in conjunction with
AER outputs (e.g., [67]) or human-in-the-loop observed emotion
labeling (e.g., via continuous annotation [139]). We are excited to
see other innovative approaches for this task in future work.

5.5 AER Technology in Remote Work Settings
With the rising prevalence of remote work in the workplace context,
AER technology can be a helpful resource for affective computing
applications at the individual, group, and organization levels. Re-
mote work is by no means a new setting. Olson and Olson [100],
and others (e.g., [65, 71, 101]) have extensively studied remote work
and how to navigate its collaboration challenges (e.g., when work
in a remote team is tightly-coupled). Below, we highlight some
applications of AER technology for supporting remote work.

For individuals, attention management is even more important
with remote work. Monitoring emotional valence and arousal such
that people are not interrupted with notifications or online events
during their productive times could be made possible with AER
technology in combination with machine learning models. Addi-
tionally, as mentioned by our participants, the output visualizations
based on data from AER technology can be used for self-tracking,
work journaling, and keeping track of both mood and productivity
at work. Prior work has shown that happiness is central to un-
locking productivity gains [47, 49], and AER technology can help
guide people to specific emotional states [67, 70]. At the group level,
AER technology can be particularly useful for accessibility-related
affective computing applications (e.g., for autism [143], visual im-
pairments [119]). People with disabilities can be guided through a
group meeting or collaborative, remote work settings using outputs
from AER technology from others in the room, shared with their
consent. Another application can target remote meetings with a
large number of participants: monitoring emotional valence and
arousal for the purposes of deciding turn-taking in conversations, to
ensure that everyone in the “room” can present their views if they
so desire. These tools can also provide feedback to people present-
ing in a remote meeting, to give them a better sense of the “room”’s
reaction to their presentation and if clarifications are needed at any
point. At the organization level, AER can help with measurements
of job-related stress, and identifying and understanding factors
causing this stress. These measurements can subsequently provide
initial guidance on how these stressors could be addressed [135].
With all these applications, there are privacy considerations to bear
in mind: data sharing, storage, and access will all be important
avenues for future work as a part of developing these applications.

5.6 Ethical Considerations
A critical ethical consideration with AER is the potential for using
the underlying audio and video data for unscrupulous applications.
Similar to facial recognition—where facial analysis is used to iden-
tify a particular individual in privacy-invading settings [45, 61]—
one could imagine the audio and video needed by AER being applied
for identification and surveillance [144]. The tool that we selected

for our study circumvented this by never storing this data and pre-
dicting output emotion labels in real time instead. This required sig-
nificant computational resources and restricted our study setup to
people’s workstation desktops, but it also made them feel more com-
fortable about participating in our study. We hope that future work
will continue this line of work to make AER privacy-preserving in
more (computational) resource-friendly ways, and follow ethical
guidelines for designing emotion recognition systems [53].

However, this does not mean that using our type of AER and
context logging tool is without privacy and bias concerns. The
underlying datasets for AER technology have similar biases to those
used for facial recognition: they are not representative of diversity
in populations in terms of, for example, race, gender, emotions, or
ability [17, 68, 115]. Moreover, they are collected in a context that
is not always the same as the context in which they are applied (i.e.,
posed, in-person emotion expressions vs., for example, emotion
expression in front of a screen) [3, 64, 97]. Applying AER models
built on these biased datasets can lead to harmful consequences for
specific populations, especially if the output of the AER models are
directly used in affective computing applications.

Without nuanced understanding of the misalignment between
observed emotions and reported affect, AER outputs could also be
misconstrued in different ways. As we found in our study, emotion
labels might not match affect in the workplace context: “surprise”
in front of a screen could be “tiredness” (as P15 notes) or “anger”
could be “focus” (as is the case for P5). Our work shows that there
is ambiguity around what these signals represent, and future work
must address this before such applications can be considered in
practice. For individual users, not doing so could result in inaccurate
and unreliable signals being presented to users of this technology,
and can harm their psyche. If used in organizational settings with-
out any checks and balances, AER tools may lead to practices of
monitoring people’s affective states—a form of surveillance and
a breach of privacy. Our participants noted these concerns and
wanted autonomy over what signals were recorded, who would
have access to the recorded data, and how it would be used. We
agree that control of these affect-related outputs must remain with
the individual, so that they can benefit from a better understanding
of their affective states at work, rather than these outputs being
misused as a surveillance mechanism.

5.7 Challenges with Construct Validity in
Emotion Expression and Perception

We encountered two primary challenges related to construct va-
lidity in evaluating AER technology within the workplace context.
First, the emotion expression setting has no ground truth. While
prior work has often relied on self-reported affect values (e.g., using
the PANAS scale) as the final word on people’s affective states,
we have shown here that reported affect is simply one signal of
affect, and the variability and potential biases of reported affect
do not lend themselves to its use as ground truth. Given this lack
of a clear ground truth, a feasible path forward is to study con-
vergent or discriminant construct validity with the affect signals
available for use. Prior work in other settings that have similar
challenges (e.g., determining mental health using information avail-
able online [9, 32]) has followed a similar methodology. We did
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this for one AER technology here, which was selected for reasons
described in Section 3.2. There are other affect signal alternatives
to consider, for example, facial heat patterns [62], wearable sensors
(e.g., smart eyewear [109]; EEG, EMG, and GSR sensors [44, 106]),
fMRI scans [46], AER technology that relies on crowd- and expert-
tagged facial [4, 129] and voice [94] markers, etc. A contextual
evaluation of all these signals was infeasible and out of scope for
this paper. We hope to see future work tackle this challenge in sub-
sets or comprehensive setups. With more of these studies, we can
better characterize the similarities and differences between these
signals—a necessity for settings that lack ground truth.

The second challenge we faced was that emotion expression is
dependent on the context in which the facial configurations are
being captured and, unfortunately, operationalizing and capturing
all relevant context is an infeasible task [124]. For example, consider
the challenges of context that natural language processing is yet
to find a solution for [42]. One way to circumvent this issue would
be to rely on people to provide accurate annotations of their own
data. Participants in our study were happy to do this when the
task was not burdensome (e.g., finding that focus is always labeled
as “anger” or yawning as “surprise”, and correcting those labels).
If we could find less cumbersome ways of obtaining more fine-
grained, continuous feedback from people on these emotion and
context outputs, we could vastly improve the accuracy of these tools
in contextual settings. Recent work in HCI has shown promise in
developing continuous annotation software (e.g., [43, 138, 139, 142]).
We hope future work will continue improving these setups to help
generate the kind of data we need for affect evaluation.

6 LIMITATIONS
Our study is limited by the technology and setup it relies on. We
employed an existing AER tool [92] with state-of-the-art facial anal-
ysis and workplace context monitoring. We rely on prior work’s
claims for the performance of this tool and its facial analysis capa-
bilities [4, 92]. An interesting avenue for future work would be a
direct comparison between various AER tools and methodologies
to verify if their outputs are aligned in a contextual setting. We
compared the AER tool’s output to reported affect collected via a
diary study. We selected a diary given the opportunity for receiving
nuanced subjective data for the same overall categories as the tool
(affect and context) as well as maintaining participant privacy in
data analysis. A limitation of this setup is that asking people to
maintain a diary could be an interruption to their work. We tried
to minimize this with our template (Section 3.3), but cannot be sure
about the level of impact this had on our findings. Future work
should consider other approaches (e.g., continuous emotion annota-
tion of recorded video data from participants), while being careful
of the data and participant privacy considerations of their setups.

There are also limitations to our analyses. Our data collection via
the combined tool-use and diary study was done over the course
of one day, with a follow-up interview conducted the next day.
While this gave us sufficient data (total 104 hours of tool use data
and 331 diary entries) for conducting the analyses that we have
shown here, we cannot confirm how the resulting patterns might
change over longer study periods. We believe our results would
be consistent over time because of the diversity already captured

within participant data, and corroboration for all data collection
and analyses via the interview study, but future work could learn
additional patterns via a longer, longitudinal study. Further, for our
quantitative comparisons, we relied on valence as the high-level
metric common to both signals. Other fine-grained metrics (e.g.,
basic emotions, continuously tagged subjective emotions) might
also provide helpful insights on these signals. Relatedly, we encoded
“surprise” as having a positive valence, even though prior work has
been unclear on whether it is a positive or negative signal [99]. We
did so because of evidence of its positive valence for this particular
context based on some signals in prior work (e.g., satisfaction) as
well as how our participants responded to it during the follow-up
interviews. However, we acknowledge that this assumption might
not hold true for larger populations or other contexts.

Finally, there are limitations related to our data. Most of our
participants had research-focused roles. While the data showed
diversity in both the emotions captured and the categories of tasks
performed, and corroborated existing psychology theories around
gender differences in emotion baserates, more/different emotion
and task patterns could emerge from a representative sample of in-
formation workers. To that end, another limitation of our work is its
comparison of only men and women in the gender categories [68].
Per existing gender reporting guidelines [116], we allowed partic-
ipants to self-report their gender. We recognize that, as a result
of this self-reported gender data, we cannot provide a complete
understanding of gender identities with respect to this AER tool.

7 CONCLUSION
In this paper, we have presented results from an in-situ study com-
paring external observed emotion signal obtained via a state-of-
the-art Automatic Emotion Recognition (AER) tool with internal
reported affect states collected via self-reports in diaries. Via a day-
long, combined tool-use and diary study (N = 15) we characterize
different observed emotion profiles using dominant emotion signals,
a common metric in previous affect sensing work, as well as emo-
tion spikes and baseline emotions, two metrics that we develop to
obtain more subtle workplace affect profiles. On comparing the two
affect signals (observed emotion and reported affect), we find that
they are misaligned (35.4% match), with alignment increasing up to
58.6% at most after including workplace activity and context data.
Our results support a distinction between people’s external-facing
emotions and their internal affect states, although both signals can
be messy to consistently capture. We discuss whether technology
can—or even should—bridge this misalignment. Instead, we note
aligning people’s expectations of AER technology and identifying
the common underlying emotion that AER’s external and people’s
internal signal stem from as the more salient goals.
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